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Congress and Program Evaluation: An Overview of
Randomized Controlled Trials (RCTs) and Related
Issues

Summary

Program evaluations can play an important rolein public policy debatesand in
oversight of government programs, potentially affecting decisions about program
design, operation, and funding. One technique that has received significant recent
attention is the randomized controlled trial (RCT). There are also many other types
of evaluation, including observational and qualitative designs.

An RCT attemptsto estimate a program’ simpact upon an outcome of interest
(e.g., crime rate). An RCT randomly assigns subjects to treatment and control
groups, administers an intervention to the treatment group, and afterward measures
the average difference between the groups. The quality of an RCT is typically
assessed by itsinternal, external, and construct validity. At thefedera level, RCTs
have been a subject of interest and some controversy in education policy and the
George W. Bush Administration’s effort to integrate budgeting and performance
using the Program Assessment Rating Tool (PART). In addition, in the 109"
Congress, pending legislation providesfor RCTs(e.g., Sections3and 15 of S. 1934,
Section 114 of S. 667 (Senate committee-reported bill); and Section 5 of S. 1129).

Views about the practical capabilities and limitations of RCTs, compared to
other eval uation designs, have sometimes been contentious. Thereiswideconsensus
that, under certain conditions, well-designed and implemented RCTs provide the
most valid estimate of an intervention’s impact, and can therefore provide useful
information on whether, and the extent to which, an intervention causes favorable
impacts for alarge group of subjects, on average. However, RCTs are also seen as
difficult to design andimplement well. There also appearsto belessconsensusabout
what proportion of evaluationsthat are intended to estimate impactsshould be RCTs
and about the conditions under which RCTs are appropriate. Many observers argue
that other types of evaluations are necessary complements to RCTS, or sometimes
necessary substitutes for them, and can be used to establish causation, help bolster
or undermine an RCT’s findings, or in some situations validly estimate impacts.
There is increasing consensus that a single study of any type israrely sufficient to
reliably support decison making. Many researchers have therefore embraced
systematic reviews, which synthesize many similar or disparate studies.

A number of issues regarding RCTs might arise when Congress considers
making program evaluation policy or when actors in the policy process present
program eval uationstoinfluence Congress. Should Congressfocuson RCTsinthese
situations, anumber of issues might be considered, including an RCT’ s parameters,
capabilities, and limitations. In addition, Congress might examine the types of
program evauations that are necessary, question an evauation’'s definitions or
assumptions, consider how to appropriately useevaluationinformationinitslearning
and decision making, evaluate how much confidence to have in a study, and
investigate whether agencies have capacity to properly conduct, interpret, and
objectively present evaluations. This report will be updated in the 110" Congress.
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Congress and Program Evaluation: An
Overview of Randomized Controlled Trials
(RCTs) and Related Issues

Introduction

Program evaluations can play an important rolein public policy debatesand in
oversight of government programs, potentially affecting decisions about program
design, operation, and funding. Many different techniquesof program eval uation can
be used and presented with an intention to inform and influence policy makers. One
technique that has received significant recent attention in the federal government is
the randomized controlled trial (RCT). This report discusses what RCTs are and
identifies a number of issues regarding RCTs that might arise when Congress
considers making program evaluation policy. For example, in the 109" Congress,
Section 3 of S. 1934 (as introduced) would establish a priority for RCTs when
evaluating offender reentry demonstration projects; Section 114 of S. 667 (Senate
Finance Committee-reported bill) would require RCTsfor demonstration projectsfor
low-income families; and Section 5 of S. 1129 (asintroduced) would call for RCTs
for projects and policies of multilateral development banks. Issuesregarding RCTs
could also arise when actors in the policy process present specific program
evaluations to Congress (e.g., in the President’s budget proposals) to influence
Congress' s views and decision making. For many reasons, evaluations often merit
scrutiny and care in interpretation.

Before discussing RCTs in detail, the report places them in context by
discussing (1) questions that program evaluations are typically intended to address,
(2) how RCTsrelate to other program eval uation methods, and (3) two major roles
that Congress often takes with regard to program evaluation. The report next
describes the basic attributes of an RCT, magjor waysto judge an RCT’ squality, and
diverse views about the practical capabilities and limitations of RCTs as a form of
program evaluation. In light of concerns about the reliability of individual studies
to support decision making, the report also discusses how RCTs can fit into
systematic reviews of many evaluations. Thereport next highlightstwo areaswhere
RCTs have garnered recent attention — in education policy and the President’s
annual budget proposal to Congress. Finally, thereport identifies potential issuesfor
Congress that could apply to the highlighted cases, oversight of other policy areas,
and pending legidlation. Because the vocabulary of program evaluation can be
confusing, an appendix provides a glossary with definitions of selected terms.

Congress, Program Evaluation, and Policy Making

Key Questions about Government Programs and Policies. Citizens,
elected officials, civil servants, interest groups, and many other participants in
governance of the United States have an interest in the performance and results of
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government programs and policies. To that end, stakeholders might want answers
to many questions about programs and policies. For example, how should public
policy problem(s) be defined? Is a program addressing some or al of the
problem(s)? How well are federal programs and policies managed? What are they
achieving? How can they improve? How are stakeholders affected? What
unintended consequences might result? In the future, what activities and policies
should the federal government pursue in order to best serve the public? What
resources should be devoted to a program or policy?

In addition, stakeholders might want answers to questions about the quality of
evaluationsthat are brought to policy discussions, giventhat participantsin the policy
process will not always advertise weaknesses in studies that also happen to support
their policy positions. What might those weaknesses be? Stakeholders might also
ask how well federal agencies evaluate the programs they lead and administer. For
example, what methods are appropriate to assess a given type of program or policy?
Given the available quantity and quality of research, what degree of confidence
should be placed in findings, to date? Do agencies have sufficient capacity to
evauatetheir programs? Arethey performing the necessary typesof evaluation? Do
agencies have sufficient independence to credibly evaluate their programs and
policies? What role should agencies play in evaluating programs?

At times, many or all of these questions might be of interest to Congress and
program stakeholders. All of them will typically be of interest to agency program
managers and leaders. Therefore, any of these questions might be potential subjects
of congressional oversight or law making.

Program Evaluation and Informed Policy Making. In response to
guestionslike those posed above, program eval uations can beintroduced into policy
discussions by actors in the policy-making process. These actors — who include
organizations and individuals both inside and outside of government — might be
interest groups, think tanks, academics, legidators, state or local governments, the
President, federal agencies, or nonpartisaninstitutions. Many actorsbring eval uations
to policy discussions on their own initiative, oftentimes to emphasize the results or
findings that they interpret to support their positions. Some actors (e.g., federal
agencies) might bring evaluations in response to legidative or executive branch
regquirements. Depending on many circumstances, theeval uationsthat agenciesbring
might, or might not, support the policy views of the agency’ s head or the President.

When actors bring program eval uationsinto policy discussions, the studieswill
oftentimes use different approaches, because there are many possible ways to help
answer the questions cited previously. Theterm program evaluation, therefore, has
in practice been interpreted in several ways. For example, there is no consensus
definition for the term program. In practice, the term has been used to refer to a
government policy, activity, project, initiative, law, tax provision, function, or set
thereof. Accordingly, this report uses the term program to refer to any of these
things, as appropriate, that someone might wish to evaluate.! The term evaluation

1 In program evaluation, the terms intervention and treatment are sometimes used as
(continued...)
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can seem similarly ambiguous. A recent reference work in the program eval uation
literature defined evaluation as “an applied inquiry process for collecting and
synthesizing evidencethat culminatesin conclusions about the state of affairs, value,
merit, worth, significance, or quality of aprogram, product, person, policy, proposal,
or plan.”? Perhaps with many of these considerations in mind, Congress defined
program evaluation, for purposes of the Government Performance and Results Act
of 1993 (GPRA), as* an assessment, through objective measurement and systematic
analysis, of the manner and extent to which Federal programs achieve intended
objectives.”® GPRA requires most executive branch agencies to develop five-year
strategic plans, annual performance plans (including goals and performance
indicators, among other things), and annual program performance reports. When
reporting GPRA to the Senate, the Senate Committee on Governmental Affairs
contemplated that not all forms of eval uation and measurement would necessarily be
quantifiable, because of the diversity of federal government activities* In sum,
program evaluation has been considered in practice, in the scholarly literature, and
under GPRA as concerned with investigating both a program’s operations and its
results. Furthermore, program eval uation hasbeen seen as(1) informing conclusions
at particular pointsin time, and also (2) a cumulative process over time of forming
conclusions, as more evaluation information is collected and interpreted.

Program evaluations might hel p inform policy makers, including Members and
committees of Congressin their authorizations, appropriations, and oversight work.
However, viewpoints about program evaluations can be contentious, both in policy
debates and among expert evaluators. In their interactions with Congress, many
actors cite program evaluations as part of the rationale for policy changes. In
addition, observers and practitioners sometimes disagree about the practical
capabilitiesand limitations of various program eval uation methods, the quality of an
individual evaluation, or how a study’s findings should be interpreted and used.
Therefore, many observers believe it is important for policy makers, including
Members and committees of Congress, to be informed consumers of evauation
information when weighing these considerations and making policy decisions.

Types of Program Evaluation

Practitioners and theorists categorize different types of program evaluation
(sometimes referred to as different designs or methods) in severa ways.

1 (...continued)
synonyms for program.

2 Deborah M. Fournier, “Evaluation,” in Sandra M athison, ed., Encyclopedia of Evaluation
(Thousand Oaks, CA: SAGE Publications, 2005), p. 139.

®P.L.103-62; 107 Stat. 285, at 288. The Senate Committee on Governmental Affairsreport
that accompanied GPRA also clarified that the term should be read to include evaluations
of “unintended” results, program implementation, and operating policies and practices, but
not routine program monitoring. See U.S. Congress, Senate Committee on Governmental
Affairs, Gover nment Performance and Results Act of 1993, report to accompany S. 20, 103"
Cong., 1% sess., June 16, 1993, S.Rept. 103-58 (Washington: GPO, 1993), pp. 32-33.

“Ibid., p. 30. See also Section 4(b) of the act, which was codified as 31 U.S.C. § 1115(b).
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Unfortunately, these categorizations are not always consistent with each other, and
practitioners and theorists do not always use consistent terminology to describe
program evaluations. They sometimes use different definitions for the same term,
or use different terms as synonyms for the same definition. This report discusses
some of these methods, but does not attempt to provide an overall taxonomy for
program evaluation types.® The sections below provide basic descriptions of RCTs
and other methods. A more detailed description and discussion of RCTsislocated
later in the report.

Randomized Controlled Trials (RCTs). One program evaluation method
that has been a subject of recent interest at the federa level, as well as some
controversy, is the RCT. As discussed later in this report, an RCT attempts to
estimate a program’ s impact on an outcome of interest. An outcome of interest is
something, oftentimesa public policy goal, that one or more stakehol ders care about
(e.g., unemployment rate, which many actors might like to be lower). Animpactis
an estimated measurement of how an intervention affected the outcome of interest,
compared to what would have happened without the intervention.® A simple RCT
randomly assigns some subjects to one or more treatment groups (al so sometimes
called experimental or intervention groups) and others to a control group. The
treatment group participates in the program being evaluated and the control group
doesnot. After the treatment group experiencestheintervention, an RCT compares
what happensto the two groups by measuring the difference between the two groups
on the outcome of interest. This difference is considered an estimate of the
program’s impact. The terms randomized field trial (RFT), random assignment
design, experimental design, random experiment, and social experiment are
sometimes used as synonyms for RCT, and vice versa. However, use of the word
field in this context is often intended to imply that an evaluation is being conducted
in amore naturalistic setting instead of alaboratory or other artificial environment.

> A large array of publications are available concerning different types of program
evaluation. For perspectives on different types of evaluations and the purposes for which
they can be used, see, for example: U.S. Government Accountability Office, Performance
Measurement and Evaluation: Definitions and Rel ationships, GAO-05-739SP, May 2005;
Joseph S. Wholey, Harry P. Hatry, and Kathryn E. Newcomer, eds., Handbook of Practical
ProgramEval uation (San Francisco: Jossey-Bass, 1994); Joseph S. Wholey, Harry P. Hatry,
and Kathryn E. Newcomer, eds., Handbook of Practical Program Evaluation, 2™ ed. (San
Francisco: Jossey-Bass, 2004); Peter H. Rossi, Mark W. Lipsey, and Howard E. Freeman,
Evaluation: A Systematic Approach, 7" ed. (Thousand Oaks, CA: Sage Publications, 2004);
Lawrence B. Mohr, Impact Analysisfor Program Evaluation, 2™ ed. (Thousand Oaks, CA:
Sage Publications, 1995); William R. Shadish, Thomas D. Cook, and Donald T. Campbell,
Experimental and Quasi-Experimental Designsfor Generalized Causal Inference (Boston:
Houghton Mifflin, 2001); and Michael Quinn Patton, Qualitative Research and Evaluation
Methods, 3" ed. (Thousand Oaks, CA: Sage Publications, 2002).

® For example, if the unemployment rate in a geographic areawoul d have been 6% without
aprogram intervention, but was estimated to be 5% because of the intervention, the impact
would be a 1% reduction in the unemployment rate (i.e., 6% minus 5% equal s an impact of
1%), or, aternatively, asa16.7% reduction in the unemployment rate, if one characterizes
theimpact asa proportion of the prior unemployment rate. Sometheoristsand practitioners
use the term effect as a synonym for impact. Thisreport uses only the term impact for this
definition to avoid potential confusion sometimes associated with the term effect.
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Many Other Methods. Many other types of program evaluation that are not
RCTs can aso be conducted in order to address one or more of the questions posed
at the beginning of thisreport. Some of these “ other” methods have been called, as
a group, observational designs. The term observational design has been used in
different ways, but oftenrefersto empirical and qualitative studiesof many typesthat
are intended to help explain cause-and-effect relationships, but that do not attempt
to approximate an experimental design. Quasi-experimental designsrefer to studies
that attempt to estimate a treatment’ simpact on agroup of subjects, but, in contrast
with RCTs, do not have random assignment to treatment and control groups. Some
guasi-experiments are controlled studies (i.e, with a control group and at least one
treatment group), but others lack a control group. Some quasi-experiments do not
measure the outcome of interest before the treatment takes place. Many observers
and practitioners consider quasi-experiments to be aform of observational design,
but others put them in their own category. Methods that attempt to estimate an
impact are sometimes called impact analysis designs. Qualitative evaluation often
refers to judging the effectiveness of a program (e.g., whether it accomplishes its
goals) by conducting open-ended interviews, directly observing program
implementation and outcomes, reviewing documents, and constructing case studies.
As used by different researchers, the term nonexperiment has been used at timesto
refer specifically to quasi-experiments and other times to anything that is not an
RCT. Systematic reviews synthesize the results of many studies, as discussed later
inthisreport. Many other program eval uation methods, including surveys and cost-
benefit analyses, are also used to assess programs.” Because this report focuses on
RCTs and related issues, only some of these “ other” methods are discussed further
in this report.

Possible Congressional Roles
Concerning Program Evaluation

Congress can assume at least two major roles regarding program evaluation.
These roles might be called (1) “making program evaluation policy” and, (2) when
presented with one or more program evaluations, “scrutinizing and learning from
program evaluations.” Each of these broad roles can raise a number of issues for
Congress regarding program evaluations generally, aswell as RCTs specificaly.

Making Program Evaluation Policy. First, Congress might make policy
regarding how, when, and the extent to which agencies are to conduct, fund, or use
program evaluations.® For example, Congress might, among other things, establish

" The term performance measurement can mean many things, but is usually considered
different from programeval uation. Frequently, performance measurement refersto ongoing
and periodic monitoring and reporting of program operations or accomplishments (e.g.,
progress toward quantitative goals), and sometimes also statistical information related to,
but not necessarily influenceable by, a program.

8 Congress sets program evauation policy both for the executive branch generaly (e.g.,
Government Performance and Results Act of 1993, 107 Stat. 285) and in specific policy
areas (e.g., Education Sciences Reform Act of 2002, 116 Stat. 1940). Congress has also set
policy to enhance Congress s own institutional capacity, and the capacity of its supporting

(continued...)
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agenciesor officesthat have missionsto eval uate programs, require that apercentage
of aprogram’ sfunding be devoted to program eval uation activities, appropriatefunds
for specific evaluations, articul ate what questions should be studied, or specify what
methods should or must be used. When policy makers consider and make these
decisions, two considerations that many observers would likely consider important
arefor policy makersto be aware of both the practical capabilities and limitations of
various program eval uation methods, and al so how those capabilitiesand limitations
might be balanced in light of multiple evaluation objectives.

Scrutinizing and Learning From Program Evaluations. Second,
Members of Congress might use specific program evaluations to help inform their
thinking, policy making, and oversight of federa policies. In the course of
Congress' slawmaking and oversight work, actorsinside and outside of government
frequently cite program evauations to justify their policy proposals and
recommendations. In these situations, consumers of evaluation information,
including Congress, can face challenges of assessing (1) quality and depth of
evaluation information, which can be uneven, and (2) the relevance of evaluation
information to a policy problem, which can vary. Therefore, should Congress wish
to critically assess or scrutinize program evaluations, having insight into how to
assess the quality, depth, and relevance of evaluation methods might be helpful.

Program evaluations themselves can help inform policy in several ways.
Among other things, they can provide deeper understanding of a policy problem,
suggest possible ways to modify or improve a program or policy, provide
perspectives on whether goals are being accomplished, reveal consequences that
might not have been intended, and inform deliberations regarding the allocation of
scarceresources. Nonethel ess, observersand stakehol dersfrequently disagree onthe
appropriate goals of government activities, which can make evaluations
controversial. Furthermore, because*[p]rogram evaluationisasitefor theresolution
of ethical and democratic dilemmas,”® any assessment of aprogram’ smerit or worth
isarguably always made in part through the lens of an observer’s priorities, beliefs,
values, and ethics. Merit and worth are program evaluation terms that often are
defined as the overal intrinsic and extrinsic value, respectively, of a program to
individuals and society.® Even when there is some consensus on godls, it has
sometimes been difficult or impossible to specify with a single number, program
evaluation, performance measure, or even group of evaluations and performance
measures, how to comprehensively judge an organization’sor program’ s successin
accomplishingitsmission. Thus, asexperience has shown, the concepts of merit and
worth are often in the eye of the beholder. Still, evaluations might help clarify what

8 (...continued)

agencies, to evaluate policy and consider program evauations (e.g., Legidative
Reorganization Act of 1970, 84 Stat. 1140; Congressional Budget Act of 1974, 88 Stat.
297).

° Saville Kushner, “Program Evaluation,” in Sandra Mathison, ed., Encyclopedia of
Evaluation, p. 337.

10 See Michaegl Scriven, Evaluation Thesaurus, 4" ed. (Newbury Park, CA: SAGE
Publications, 1991), pp. 227-228, 382-383.
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programs are accomplishing, and, when evaluations are done well, help policy
makers make informed judgments when reconciling diverse views about policy
problems and values.

Randomized Controlled Trials (RCTs)

What are RCTs?

RCT Defined. As briefly noted earlier, an RCT is a type of program
evaluation that seeks to assess whether a program had an impact for one or more
outcomesof interest (e.g., number of weeksaperson remai nsunempl oyed) compared
to what would have happened without the program. Animpact isusually calculated
for alarge sample of subjects as the difference between (1) a measurement of the
outcome of interest after an intervention takes place, averaged across subjects who
received the treatment, and (2) a measurement of the outcome of interest after the
intervention, averaged across subjects who did not receive the treatment. The study
randomly assigns the subjects (also called units of analysis)™* to one or more
treatment groups and also a control group. A treatment group experiences the
intervention, and the control group doesnot. After theintervention, measurement of
the outcome of interest for the treatment group provides information on how the
intervention might have affected these subjects. The control group, by contrast, is
intended to ssimulate what would have happened to the treatment group subjects if
they had not received the intervention. Depending on the policy area studied, an
intervention could be, for example, atraining regimen for unemployed workers or a
new policy to reduce crime. Because the estimated impact is an average across
subjects, the impact reflects the weighted average of the subjects who experienced
favorable impacts, subjects who did not experience a change, and others who
experienced unfavorable impacts.*

Intheory, random assignment helps ensurethat all of thegroupsin the study are
made statistically equivalent at the beginning of the study.™® If the only important
difference in the subsequent experience of each group is the intervention, then

' In an RCT, the units of analysis are typicaly individual persons, but sometimes units
might be things or organizations like schools, hospitals, or police stations.

12 The concept that different subjects might respond differently to a treatment and receive
different impacts, as opposed to assuming that everyone receives the same impact, has
sometimes been referred to as “ heterogeneous treatment impacts.”

13 Randomly assigning subjects to an intervention group and a comparison group increases
confidencethat on average, thetwo groupsareinitially “ comparable.” Random assignment
also alows the use of certain statistical techniques for validly estimating an impact.
However, sometimes the randomization is “unlucky” and does not necessarily result in
comparablegroups. The statistical techniques attempt to account for thischance. Theterm
randomassignment isdifferent from the termrandomsel ection. Randomassignment refers
to assigning subjects to different groups or treatments in a controlled study. Random
selection refers to how one draws a sample from alarger population (e.g., to undertake a
survey that is intended to be representative of a broader population).
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differencesin the outcome of interest that are observed at the end of thetrial can be
attributed with greater confidenceto theintervention, rather thantoinitial differences
between the groups. Various statistical tools can be used to estimate whether
observed differences are likely due to the intervention (i.e., the difference is found
to be statistically significant with asmall chance of error) or to chance.™

The quality of an RCT is often assessed by two criteria: internal validity and
external validity. A third criterion, construct validity, is not always discussed, but
isalso considered important for judging an evaluation’s quality.

Internal Validity. Internal validityistypically defined asthe confidencewith
which one can state that the impact found or implied by a study was caused by the
intervention being studied. For example, if an RCT of an aftercare program for
juveniles shows that the juveniles who attended a program re-commit crimes
(recidivate) at alower rate than the juveniles who did not attend the program (the
control group), an assessment of the study’ sinternal validity would suggest whether
this result was due to the aftercare program or whether it might have been due to
some other factor. Internal validity is predicated on the methodological rigor of the
study and an absence of other factors, unrelated to the program, affecting the outcome
of interest for either the treatment or control group differently from the other group.
Theterm also reflects that the better designed and implemented a study is, the more
reliable its conclusions about causation will tend to be.™® From the perspective of
internal validity, the methodological rigor of an RCT study can depend on anumber
of factors, including, but not limited to the following:

o how effectively the random assignment of units creates statistically
equivalent groups,

o whether the group of subjectsissufficiently numerousto ensurethat
an impact large enough to be of interest to stakeholders, if it occurs,
will be found statistically significant (the more numerous the units

1 Theterm statistical significance hasdifferent meaningsin different contexts, even though
each meaning is based on the same statistical concepts. In the context of an RCT, afinding
of statistical significanceistypically interpreted asalevel of confidence (usually expressed
as aprobability, e.g., 95%, which is also referred to as “ significance at the .05 level”) that
an impact is not merely the result of random variation. Assuming the RCT suffered from
no defects, thisfinding would indicate that at least some of the measured impact may with
substantial confidence (e.g., 95% confidence) be attributed to the treatment as a cause.
Stated another way, significance at the .05 level indicatesthat therea 1 in 20 chancethat the
observed difference could have occurred by chance, if a program actually had no impact.
However, simply because an estimated impact is found to be statistically significant does
not necessarily mean the impact is large or important. See Lawrence B. Mohr, Impact
Analysis for Program Evaluation, pp. 124, 127-130. See also Thomas H. Wonnacott and
Ronald J. Wonnacott, Introductory Statistics for Business and Economics, 4™ ed. (New
York: Wiley, 1990), ch. 9.

> Thomas D. Cook and Donald T. Campbell, Quasi-Experimentation: Design and Analysis
Issues for Field Settings (Chicago: Rand McNally, 1979); Marilynn B. Brewer, “Internal
Validity,” in Michael S. Lewis-Beck, Alan Bryman, and Tim Futing Liao, eds., The SAGE
Enclyclopedia of Social Science Research Methods (Thousand Oaks, CA: SAGE, 2004), p.
502.
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in the group being studied, the better chance there is of detecting a
program’s potential impact);

e Whether attrition in the treatment and control groups (e.g., subjects
dropping out of the study) is comparable with respect to the
attributes of subjects;

e whether factors other than the treatment “contaminate” one group
but not the other (e.g., dueto problemswith delivering thetreatment
or incomplete environmental controls);

e Wwhether the behavior of researchers or subjectsis affected because
they know who is receiving atreastment or not receiving atreatment
(ideally, RCTs are double-blind studies, in which neither the
subjects nor the researchers know which group gets the treatment,
but double-blind studiesin social science are uncommon);

¢ whether the units being studied comply with the intervention being
provided (e.g., did the patient take the medicine being studied?);

e Wwhether the presence of a randomized evaluation influences the
trestment group’s experience (e.g., randomization altering the
process of selection into the program);

e Wwhether subjectsinthe control group can obtain close substitutesfor
the treatment outside the program; and

o whether data collection and analysis procedures are reliable.

External Validity. External validity is typically defined as the extent to
which an intervention being studied can be applied to other settings, times, or groups
of subjects and be expected to deliver a similar impact on an outcome of interest.*
Thus, externa validity relates to both (1) whether the intervention itself can be
replicated with high confidence and (2) whether an intervention will most likely
result inasimilar impact in other situations or environments, or with other subjects.
In practice, some users of the term emphasize the second aspect noted here. The
terms generalizability, replicability, and repeatability are sometimes used as
synonyms for external validity.

The external validity of a study can depend on avariety of factors. As noted
above, one factor is the confidence a person has that an intervention itself can be
replicated. For example, if anew curriculum isintroduced in aschooal, it is possible
that the school might deviate from the prescribed curriculum in order to
accommodate events or student needs unanticipated by the designers of the new
curriculum or the study researchers. Unlessthe deviation were clearly documented,
it might be difficult or impossible to replicate the same intervention in other sites.
Furthermore, if the deviation affectsthe study’ soutcome of interest either positively
or negatively compared to what it would have been without the deviation, thestudy’s
findings might not be generalizable.

Another major factor relatingto external validity, and oneof the most frequently
cited, isthe way in which astudy’ s subjects were selected. For example, the results
of a study measuring the impact of a certain curriculum in schools in Boston, New
Y ork City, and Philadel phiamight not be generalizableto classroomsin small towns

16 See Lawrence B. Mohr, Impact Analysis for Program Evaluation, pp. 92-97.
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in the Midwest due to potential differences among the underlying populations and
environments. The results also might not be generalizable to classrooms in other
large cities. Among RCTs, the most generalizable are often those that estimate the
same intervention’ simpact in different settings (also known as multi-site RCTS), as
well as those which feature samples of subjects with diverse socioeconomic and
demographic characteristics. RCTs can aso be more generalizable if subjects are
randomly selected from a certain population to participate in the RCT, in order to
make the subjects more representative of that population. This is not always
possible, however, because sometimes subjects can be selected only inanonrandom
way (e.g., if subjects volunteer for the program). Attrition can also affect external
validity. Evenif attrition among thetreatment and control groupsisequivalent, if too
many people with certain characteristics drop out of a study, atreatment group that
was diverse enough to provide some generalizability at the beginning of the study
may no longer have as much at the end, even if the sample remains large enough to
produce statistically significant results concerning the intervention’s impact.

In response to many of these considerations, researchers sometimes carefully
describe the intervention, astudy’ s subjects, and the local environment so that other
researchers and stakehol ders can attempt to assess a study’ s external validity.

Construct Validity. A thirdtypeof validity that isconsidered to beimportant
inany type of evaluation, but isnot always explicitly discussed, is construct validity.
As one reference work explains,

[slimplistically, construct validity is about naming something (a program, an
attribute) accurately. For example, when an evaluator measures student
achievement, theissueof construct validity entailsajudgment about whether the
measures or the operationalization of achievement are really measuring student
achievement, as opposed to, for example, social capital .’

The*construct” in thisexampleisaspecific way of measuring student achievement.
Thus, one definition of construct validity concerns the extent to which a study
actually evaluates the question it is being represented as evaluating. Perhaps
unsurprisingly, actorsin the policy process will sometimes have different viewson
appropriate ways to measure student achievement, or more generally, appropriate
ways to measure “ success’ in achieving a program’s mission and goals.

Alternatively, when the term construct validity is used in relation to aprogram
rather than a measurement method, it often refers to the extent to which an actual
program reflects one’s ideas and theories of (1) how the program is supposed to
operate, and (2) the causal mechanism through which it is supposed to achieve
outcomes.’® This view of construct validity can be important when attempting to
improve a program (e.g., modifying it to better achieve goals) or to understand the
circumstancesthat are necessary for the program to achieve similar results at another

1« Construct Validity,” in Sandra Mathison, ed., Encyclopedia of Evaluation, p. 81.

18 For discussion, see William M.K. Trochim, The Research Methods Knowledge Base, 2™
ed. (Cincinnati, OH: Atomicdogpublishing.com, 2001), p. 69.
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time or place, or with different subjects. With insight into the mechanism of
causation, it might also be possible to mitigate any unintended consequences.

Evaluation Quality. Each type of validity is considered important to the
overall quality of an RCT. High internal validity helps to ensure that estimated
impacts were due to the intervention being studied and not to other factors such as
contamination of the experiment (e.g., improper treatment delivery or incomplete or
improper environmental controls, when the treatment and control groups experience
different eventsasidefromthetreatment). High external validity helpsto ensurethat
an intervention could achieve similar resultsfor other subjects, at another time, or in
adifferent setting. High construct validity helps to increase confidence that (1) the
outcome of interest actually measures what it is being represented as measuring and
(2) the program actually caused an impact in the way that was theorized or intended.

However, it is not necessarily always possible to enjoy the best of all of these
worldsin an evaluation. For example, many scholars and practitioners have viewed
RCTsasan evaluation design that, although potentially having highinternal validity,
in certain cases can lack external validity (e.g., if random assignment makesit more
difficult to use typical subjects and natural or representative settings).”® Some have
seen RCTsastrading off external validity in order to achieve high internal validity,
but others disagreethat thereisan implied tradeoff. RCTswith low internal validity
cannot be used to confidently state that an intervention caused an observed impact,
because the evidence they provide may be dubious. RCTswith highinternal validity
but low external validity may indicate that an intervention somehow made an impact
for one population, but not whether the intervention can be replicated and would
makeanimpact in adifferent population or setting. With regard to construct validity,
there is not always consensus that a particular outcome of interest represents the
“best” way to evaluate a program. In addition, establishing the mechanisms of
causation (e.g., to ensure theintervention caused an impact in the theorized way) can
be difficult. Complementary evaluation methods, in addition to an RCT, might be
required to do so. Commentators have also suggested other criteria for assessing
quality. For example, some have concluded that “[e]ven within [RCTs], quality is
anelusivemetric,” and that in addition to internal validity, “acomplete definition of
quality also should take into account the trial’s external validity and its statistical
analysis, aswell as, perhaps, its ethical aspects.”®

Practical Capabilities and Limitations of RCTs

Claims about RCTs' practical capabilities and limitations, both in comparison
with other research designs and in isolation, have at times been controversial.
Although there is much regarding RCTs about which many observers agree, certain
issues have at times sparked controversy. Sorting out these arguments can be
challenging, however, because the termsthat observers useto describe RCTs can be
difficult to interpret. For example, some observers and practitioners view RCTs as

9 awrence B. Mohr, Impact Analysis for Program Evaluation, p. 97.

2 Jesse A. Berlin and Drummond Rennie, “Measuring the Quality of Trials: The Quality of
Quality Scales,” JAMA, vol. 282, Sept. 15, 1999, pp. 1083-1085.
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the best way to determine a program’s “ effectiveness.” However, it is not always
clear whether these observers are using the term effectiveness as a synonym for
impact, merit and worth, or accomplishment of specific, intended goals® as
illustrated later in this report in connection with education policy and recent uses of
program evaluation during the federal budget process.

Apart from complications stemming from terminology, some observers appear
to have advocated that government social and economic activities should be funded
only if they can be “proven effective’” by RCTs and certain quasi-experiments.”
Others might dispute such emphasis on RCTs or have adifferent threshold for what
“proven” means.

In addition, some observers appear to see RCTs and “non-RCTS’ (i.e., any
evaluation design other thanan RCT) primarily ascompetitorsor substitutesfor each
other when judging “ effectiveness.” For example, they might seevaluein RCTsand
guasi-experimentsfor their ability to estimate an impact, but lessin other evaluation
methods that are not designed to estimate an impact. Observers might also seeless
value in other methods that do attempt to estimate an impact but that are judged to
be so unreliable as to have little or no value. As noted in the next section, other
observers argue observational and qualitative methods can be appropriate for
estimating impacts in various circumstances.® At the same time, many observers
have seen RCT and non-RCT designsascomplementsrather than substitutesin some

2 A frequent definition for effectiveness in program evaluation usually concerns
achievement of adesired and intended outcome, but does not necessarily incorporate costs,
values, or (sometimes detrimental) unintended outcomes. See Jane Davidson,
“Effectivness,” in Sandra Mathison, ed., Encyclopedia of Evaluation, p. 122. Some use
effectiveness as a synonym for merit and worth, or less concretely, “success.” Many
researchers use the terms effect, effective, and effectivenessto refer or relate to impact. The
word effect is also sometimes used in the sense of something that inevitably follows an
antecedent (as a cause or agent). See Merriam-Webster’s Collegiate Dictionary, 11" ed.
(Springfield, MA: Merriam-Webster, 2003), p. 397. For example, dropping apen (acause)
results in a noise when the pen hits the floor (an effect). In health care, effectiveness has
been defined as*the benefit (e.g., to health outcomes) of using atechnology for aparticular
problem under general or routine conditions,” whereas a related term, efficacy, has been
defined as*thebenefit of using atechnology for aparticular problem under ideal conditions,
for example, inalaboratory setting.” See National Institutes of Health, National Library of
Medicine, “Glossary,” availableat [ http://www.nlm.nih.gov/nichsr/htal01/ta101014.html].

22 See Coalition for Evidence-Based Policy, Bringing Evidence-Driven Progress to
Education: A Recommended Strategy for the U.S. Department of Education, Nov. 2002, p.
29, which called for “rigorous study designs’ to be such a prerequisite and characterized
only RCTs and certain quasi-experimental designs as rigorous. The report is available at
[ http://coexgov.securesites.net/admin/FormM anager/fil esupl oading/coalitionFinRpt. pdf].

2 For an example of what appears to be a qualitative method used to estimate an impact
prospectively that appeared to influence decision making, see Michael Moss, “Pentagon
Study Links Fatalitiesto Body Armor,” New York Times, Jan. 7, 2006, p. A1. Inresponse
to disclosure of the study, the Senate and House Committees on Armed Services reportedly
said they would hold hearings on the matter. See Michael Moss, “Pentagon Acts on Body
Armor,” New York Times, Jan. 21, 2006, p. A6; and Michael Moss, “Military Says It is
Speeding Effortsto Add Side Armor,” New York Times, Feb. 2, 2006, p. A18.
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situations.?* For example, many observers have argued that non-RCT studies, such
as in-depth case studies and other observational or qualitative methods, are, among
other things, (1) capable of casting doubt on an RCT’ s findings or causal claims by
showing the RCT was contaminated or had poor design or implementation (i.e.,
revealing poor interna validity); (2) capable of showing a study’s inferences are
flawed or questionable (e.g., if themeasured outcomeof interest isjudged to not fully
reflect the program’ sgoal(s), raising questionsof construct validity); (3) essential for
establishing the theory and conditions under which an intervention would be
expected to make afavorable impact (increasing external validity); and (4) capable
of establishing or strongly suggesting causation in certain circumstances (increasing
internal validity), even if a study was not intended to estimate an impact.
Nonetheless, different observers have at times seen either quantitative or qualitative
methods as misguided, and the other methods as preferable or more legitimate.®

In light of the issues noted above, among others, several considerations about
the practical capabilities and limitations of RCTs are summarized below.

RCT Capabilities. Thereis wide consensus that, under certain conditions,
well-designed and implemented RCTs provide the most valid estimate of an
intervention’s average impact for a large sample of subjects, as measured on an
outcomeof interest.?® Thisisthereason for the often stated claim by some observers,
particularly in the medical field, that well-designed and implemented RCTsthat are
also double-blind are the “gold standard” for making a causal inference about an
intervention’ simpact on an outcome of interest. (Usage of theterm “gold standard”
in fields other than medicine to describe the value of RCTSs, however, has been
considerably more contentious.) RCTshavebeen extensively used for decadesinthe
medical arenaas, usualy, thethird of four phases of the processfor hel ping the Food
and Drug Administration (FDA) evaluate drugs, devices, and biological productsfor
approval, and for helping the medical community identify procedures that yield the
most favorable health outcomes on selected outcomes of interest.”” Rigorously
estimating an impact is highly valued, because it provides a measurement of the

4 For example, see National Research Council, Richard J. Shavelson and LisaTowne, eds.,
Scientific Research in Education (Washington: National Academy Press, 2002), pp. 108-
109; and Cesar G. Victora, Jean-Pierre Habicht, and Jennifer Bryce, “ Evidence-Based Public
Health: Moving Beyond Randomized Trias,” American Journal of Public Health, vol. 94,
Mar. 2004, pp. 400-405. When combined, these are often called “multiple” or “mixed
methods” evaluations.

% See portions of Jennifer C. Greene and Gary T. Henry, “ Qualitative-Quantitative Debate
in Evaluation,” in Sandra Mathison, ed., Encyclopedia of Evaluation, pp. 345-350.

% Because the estimated impact is an average across many subjects, it is possible the
intervention may have affected different subjects in very different ways (e.g., some
positively, some not at all, and some negatively). Some scholars have therefore advocated
using methods to look at more than just an average impact.

2" For a description of the four phases, see [http://www.clinicaltrials.gov/ct/info/glossary]
and 21 C.F.R. § 312.21 (for phases 1 through 3) and 8§ 312.85 (for phase 4).
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magnitude of aprogram’ simpact on one or more outcomesthat a stakehol der values
and permits comparison among alternative treatments.?®

In contrast, studiesthat rely on non-random assignment between treatment and
control groups (e.g., quasi-experiments), or no control group at all, can be subject to
certain threats to internal validity that undermine one's ability to make a causal
inference when estimating an average impact for alarge number of subjects.”® For
example, if subjectsare not randomly assigned to treatment and control groups, there
is greater risk that a prior existing difference between the two groups might be
responsible for observed differences on an outcome of interest after an intervention.
Thisthreat to validity is often called selection bias.® In view of these strengths and
advantages, among others, there seems to be some consensus among program
evaluation theorists and practitioners in a variety of disciplines (public policy
analysis, evaluation, economics, statistics, etc.) that, generally speaking, moreRCTs
should be performed in social science-related areas, when appropriate as part of a
broad portfolio of evaluation strategies and methods.

Nonethel ess, there appearsto belessconsensus, in avariety of disciplines, about
what proportion of evaluations intended to estimate impacts should be RCTs (e.g.,
as opposed to quasi-experiments and other designs); what proportion of evaluations
overal should be RCTs, in light of diverse evaluation needs; and the conditions
under which RCTswould be most valuable, appropriate, and likely to result in valid
findings. For example, many economists and other observers arguethat RCTs have
an important and often preferred role to play in estimating impacts, compared to
guasi-experiments, dueto their high potential internal validity. However, they have
also argued that certain types of quasi-experimental methods (i.e., those often called
econometric methods) are, under certain conditions for each method, capable of
validly estimating impactsin ways that come reasonably close to the estimates from
experimental methods. They furthermore have argued that quasi-experimental
methods can provide useful information if an RCT is judged inappropriate due to
factors like research needs, program circumstances, expense, timing requirements,

% Gary Burtless, “ The Casefor Randomized Field Trial sin Economic and Policy Research,”
Journal of Economic Perspectives, spring 1995, val. 9, no. 2, pp. 63-84.

% See Steven Glazerman, Dan M. Levy, and David Myers, “Nonexperimental versus
Experimental Estimates of EarningsImpacts,” Annalsof the American Academy of Palitical
and Social Science, 589, Sept. 2003, pp. 63-93; Howard S. Bloom, et a., “Can
Nonexperimental Comparison Group Methods Match the Findings from a Random
Assignment Evaluation of Mandatory Welfare-to-Work Programs?,” MDRC Working Paper
on Research Methodology, June 2002, available at [http://www.mdrc.org/publications/
66/abstract.html]; and Thomas D. Cook, William R. Shadish Jr., and Vivian C. Wong,
“Within Study Comparisons of Experimentsand Non-Experiments: Can They Help Decide
on Evauation Policy?’ paper presented at the French Econometric Society Meeting on
Program Evaluation, Paris, France, Dec. 2005, available at [http://www.crest.fr/
conference/Program_bis.htm].

% Nonetheless, even in an experiment thereis achancethat an “unlucky” randomization of
subjects could result in treatment and control groups that are not comparable.
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ethical considerations, or other factors.® It should also be noted, however, that some
academics and practitioners have perceived arguments for RCTs and other
guantitatively oriented evaluation methods as attempts to exclude some kinds of
gualitativeresearchfrom being considered“ scientific” or being funded or considered
in policy-oriented research or debates.*

RCT Limitations. Scholars and practitioners have also qualified what they
view as practical capabilities of RCTs, particularly in areas of public policy that
closely relateto the social sciences. RCTs are seen as very strong in making cause-
effect inferences about impactsfor large samplesof subjects, if they aredesigned and
implemented well. However, RCTs are often seen as difficult to design and
implement well.** A number of observersarguethat “[t]hereisasizable divergence
between the theoretical capabilities of eval uations based on random assignment and
the practical results of such evaluations.”* Some policy areas have been seen as
moredifficult compared to othersfor successfully implementing RCTs, leading some
observers to disavow the “gold standard” title for RCTs, while still supporting

% For discussion of some of these issues, see Jeffrey Smith, “Evaluating Local Economic
Development Policies: Theory and Practice,” in Alistair Nolan and Ging Wong, Evaluating
Local Economic and Employment Development: How to Assess What Works Among
Programmes and Palicies (Paris: OECD, 2004), pp. 287-332; and Robert A. Moffitt, “The
Roleof Randomized Field Trial in Social Science Research: A Perspectivefrom Evauations
of Reforms of Social Welfare Programs,” National Bureau of Economic Research working
paper no. TO295, Oct. 2003.

%2 One exampl e of such acritique, taken from the literature about education research, might
be Elizabeth Adams St. Pierre, “*Science’ Rejects Postmodernism,” Educational
Researcher, val. 31, Nov. 2002, pp. 25-27. The term experiment is often associated with
science. However, science is not only experimental. Science has been defined as “the
observation, identification, description, experimental investigation, and theoretical
explanation of phenomena’ (American Heritage Dictionary of the English Language, 3
ed. (Boston: Houghtn Mifflin, 1992), p. 1616). For discussion about the definition of
science, see CRS Report RL32992, The Endangered Species Act and “ Sound Science” , by
Eugene H. Buck, M. Lynne Corn, and PamelaBaldwin. Some observersmakeadistinction
— often acontroversial one among scientists and scholars — between “hard science” and
“soft science.” The natura sciences, including physics, chemistry, and many fields of
biology, have sometimes been called “hard,” and the social sciences, including fields such
as psychology, sociology, economics, and political science, have sometimes been called
(frequently pejoratively) “soft.” Some scholars have made influential critiques of this
distinction. (See Thomas S. Kuhn, The Sructure of Scientific Revolutions, 2™ ed (Chicago:
University of Chicago Press, 1970).) In general, phenomena in the natural sciences have
tended to be seen as easier to observe, quantify, and experiment within controlled settings,
while phenomenain the social sciences have tended to be seen asmore difficult to observe,
quantify, and experiment within controlled settings.

% The question if an experiment will be implemented well has been considered a“big if’
accordingto some scholars; seeWilliam M.K. Trochim, The Research Methods Knowledge
Base, p. 191.

3 James J. Heckman and Jeffrey A. Smith, “Assessing the Case for Social Experiments,”
Journal of Economic Perspectives, spring 1995, pp. 85-110.
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increased use of RCTSs as the most credible way to estimate an impact.*® Some
researchers in the medical field have argued that certain types of well-designed and
implemented observational studies can yield similar resultsto RCTs.* Aswith all
forms of study, poorly designed or implemented RCTs can yield inaccurate results.
In addition, an RCT’ s capability to support causal inferences does not necessarily
hold for determining causality in small numbers of subjects or individua cases, for
which other methods are often judged more appropriate.®” Nor do RCTs necessarily
providean advantage, compared to other eval uation research designs, in generalizing
a specific intervention’s ability to make an impact to a broader or different
population. RCTs have therefore been seen by some observers as often having
external validity limitations.® Frequently, RCTs rely on support from other
evaluation methods for making inferences about external validity.

Asdiscussed in more detail later in thisreport, RCTs can sometimes be seen as
impractical, unethical, requiringtoo much time, or beingtoo costly compared to other
designs that also seek to assess whether a program causes favorable impacts and
outcomes. There is wide consensus that RCTs are particularly well suited for
answering certain types of questions, but not necessarily other questions, compared
to other eval uation research designs. For example, RCTstypically do not assess how
and why impacts occur, how a program might be modified to improve program
results, or aprogram'’ s cost-effectiveness. RCTsalso typically do not provide afull
picture of whether unintended consequences may have resulted from a program or
indicate whether astudy isusing valid measures or conceptsfor judging aprogram’s
success (e.g., assessing a study’ s or ameasure' s construct validity). Many of these
kinds of questions have been considered to be more appropriately addressed with
observational or qualitative designs.

% See Thomas D. Cook and Monique R. Payne, “Objecting to the Objections to Using
Random Assignment in Educational Research,” in Frederick Mosteller and Robert Boruch,
eds., Evidence Matters (Washington, DC: Brookings Institution Press, 2002), p. 174. For
example, some scholars reject calling RCTs “the gold standard,” because, among other
things, “shortfalls often occur when implementing experiments in the field and we do not
yet know enough about the robustness of designs to withstand these reality bruises.” See
ThomasD. Cook, William R. Shadish Jr., and Vivian C. Wong, “ Within Study Comparisons
of Experiments and Non-Experiments. Can They Help Decide on Evaluation Policy?,” p.
3L

% See John Concato, Nirav Shah, and Ralph I. Horwitz, “Randomized, Controlled Trials,
Observational Studies, and the Hierarchy of Research Designs,” The New England Journal
of Medicine, vol. 342, June 22, 2000, pp. 1887-1892.

37 Lawrence B. Mohr, The Causes of Human Behavior: Implicationsfor Theory and Method
in the Social Sciences (Ann Arbor, MI: University of Michigan Press, 1996), pp. 9-10.

% See L awrence B. Mohr, Impact Analysisfor Program Evaluation, pp. 92-97; and National
Research Council, Scientific Research in Education, p. 125.
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RCTs in Context: Program Evaluation
and Systematic Review

Concerns About Single Studies and Study Quality. In avariety of
research fields, there appearsto be consensusthat asingle study, no matter how well
designed or implemented, is rarely sufficient to reliably support decision making.
For example, in health care, where RCTs are often seen as the “gold standard” (for
making causal inferences about impacts) and are more widely used than in any other
field of study, thereisstrong reluctanceto rely on asingle RCT study. According to
the Cochrane Collaboration, an international non-profit group founded in 1993 that
supports the production and dissemination of RCT information about health care
interventions, most single RCTs are seen as “not sufficiently robust against the
effectsof chance” and often having limited external validity.* Moreover, therehave
been widespread concerns about the quality of individual studiesof any design. The
Cochrane Collaboration has said that the amount of information about health care,
including from individual RCTs, is overwhelming, but that “much of what
[information] is available is of poor quality.”

In seeking to address questions of how to use single studies and how to judge
study quality, two major strategiesthat researchers have used include (1) classifying
study typeswithin *hierarchies of evidence” and (2) conducting systematic reviews.

Study Quality: A Hierarchy of Evidence? Inrecent years, there hasbeen
considerable debate on how to define what “ quality” should mean when describing
evaluations. Some observersin medicine and the social sciences hold the view that
RCTs should be placed at the top of a hierarchy, in view of an RCT’ s potential for
high internal validity in estimating an impact. Due to concerns about the varying
quality of individua studies, however, some participants in health care evaluation
have reoriented their approach.® The U.S. Preventive Services Task Force
(USPSTF), an independent panel of experts in primary care and prevention that
systematically reviews evidence regarding clinical preventive services, offered this
assessment:

For some years, the standard approach to evaluating the quality of individual
studies was based on a hierarchical grading system of research design in which
RCTs received the highest score.... The maturation of critical appraisal
techniques has drawn attention to the limitations of this approach, which gives
inadequate consideration to how well the study was conducted, a dimension

% Mike Clark, The Cochrane Collaboration, “Systematic Reviews and the Cochrane
Collaboration,” Apr. 22, 2004, available at [http://www.cochrane.org/docs/whycc.htm].

“0 Some observers have argued against a“rigid hierarchy,” based on studiesthat found well-
designed observational studies to yield similar results to RCTs, and that found RCTs to
sometimes offer conflicting results. See John Concato, Nirav Shah, and Ralph I. Horwitz,
“Randomized, Controlled Trials, Observational Studies, and the Hierarchy of Research
Designs,” The New England Journal of Medicine, June 22, 2000.
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known as internal validity. A well-designed cohort study may be more
compelling than an inadequately powered or poorly conducted RCT.*

In response to these conclusions, the USPSTF listed a hierarchy of research designs,
but as only one among several inputsto evaluating the quality of individual studies.
That hierarchy placed designs in the following rankings, largely on the basis of a
design’s potential internal validity:

¢ RCTs;

e controlled trials without randomization (also called
guasi-experiments, with a treatment group and a control group
whose subjects were not assigned randomly);

e cohort or case-control analytic studies (observational studies in
which similar groups serve as control and treatment groups);

e multiple time series with or without the intervention (uncontrolled
experiments which look at the effects of an intervention on units
over asignificant amount of time); and

e opinions of respected authorities (based on clinical experience,
descriptive studies and case reports, or reports of expert
committees).*”

Todetermineastudy’ soverall quality, however, thetask forcealsoincluded realized
internal validity (including design and implementation aspects) and, in addition,
external validity, which the task force considered “on par” in importance with
internal vaidity. Thus, an RCT might rank high in terms of potential internal
validity, but it might have experienced implementation problems leading to poorly
realized interna validity, or it might have limited external validity. In either case,
or to provide assurance against chance, researchers and decision makers often wish
to consider other studies, including studiesother than RCTS, to inform their thinking
and potential decision making. Two additional USPSTF criteriafor judging quality
included assessments of interna and externa validity of all relevant studies for a
given research question, and also the extent to which relevant studies or groups of
studieslinked interventionsdirectly or indirectly to outcomesof interest. Theselatter
efforts relate closely to systematic review.

Systematic Review in Health Care. Inresponseto concernsabout reliance
on single studies and study quality, the health care field has broadly embraced
systematic review as amethod for identifying gapsin knowledge, drawing whatever

“ Agency for Healthcare Research and Quality, U.S. Preventive Services Task Force,
“Current Methods of the U.S. Preventive Services Task Force: A Review of the Process,”
p. M-21[2001], available at [http://www.ahrg.gov/clinic/aj pmsuppl/review.pdf] (hereafter
USPSTF Report). Seeaso Earl P. Steinberg and Bryan R. Luce, “ Evidence Based? Caveat
Emptor!” Health Affairs, Jan./Feb. 2005, pp. 82-84. A cohort study has been defined as“an
observationa study in which outcomesin agroup of patients that received an intervention
are compared with outcomes in a similar group i.e., the cohort, either contemporary or
historical, of patients that did not receive the intervention” (see
[http://www.nlm.nih.gov/nichsr/htal01/ta101014.html].

“2 USPSTF Report, p. M-21.
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conclusions are possi ble about interventions based on available evidence (including
impact analyses), and thereby helping to inform decision making about research
prioritiesand provision of health careto patients. Systematic review hasbeen defined
as “a form of structure[d] literature review that addresses a question that is
formulated to be answered by analysis of evidence, and involves objective means of
searching the literature, applying predetermined inclusion and exclusion criteriato
thisliterature, critically appraisingtherelevant literature, and extraction and synthesis
of datafrom evidence base to formulate findings.”* Thisleads some researchersto
place a systematic review as an additional category above RCTs at the top of an
evidence hierarchy focused solely on potential internal validity. Some researchers
also place ameta-analysis (of RCTsor perhaps other intervention studies) at the top
of an evidence hierarchy. A meta-analysisis atype of systematic review that uses
statistical methodsto derivequantitativeresultsfrom theanalysisof multiple sources
of quantitative evidence.*

However, for various reasons, both conducting and interpreting a systematic
review can bechallenging and canrequirecaution. A systematicreview, likeanRCT
or other evaluation, might not be comprehensive for all stakeholders, or even
necessarily for asinglestakeholder, in assessing their eval uation needs.* Systematic
reviews typically focus on a specific question by looking at a specific outcome of
interest, as described in relevant studies or chosen by an evaluator (e.g., in health
care, outcomes like mortality, quality of life, clinical events). However, they would
not necessarily focus on all important outcomes of interest. This might raise issues
in the context of evaluating public policies, because a program’s mission might
encompassavariety of potential outcomesof interest, or bedifficult to represent with
one or more outcome measures. Furthermore, different stakeholders might not agree
about therelative importance of varying outcome measures or might beinterestedin
different ones. Finally, although systematic reviews typically focus much attention
on concerns about internal validity of various studies, judgments about external
validity, or generalizability of findings, are often |eft to readers to assess, based on
theirimplicit or explicit decision, “how applicablethe[systematicreview’ 5| evidence
is to their particular circumstances.”* Unfortunately, these judgments are often

“3 National Institutes of Health, National Library of Medicine, “Glossary,” available at
[http://www.nlm.nih.gov/nichsr/htal01/ta101014.html].

“ Meta-analysesal so typically incorporate somekind of qualitative decision concerningthe
validity of the RCTs being studied. This sometimes causes situations in which different
meta-analyses of the same RCTs come to opposing conclusions about an intervention. For
example, see Peter Juni, et al., “ The Hazards of Scoring the Quality of Clinical Trials for
Meta-analysis,” JAMA, vol. 282, Sept. 15, 1999, pp. 1054-1060.

“> The waysin which evidenceis defined, identified, compiled, scrutinized, and aggregated
will often affect conclusions. While there is no universally embraced “best” process for
evidence review, there is considerable interest in two processes, risk analysis, which is
increasingly applied to the regulation of environmental hazards, and systematic review,
which isincreasingly applied in the health care field.

“6 P, Alderson, S. Green, and J.P.T. Higgins, eds., Cochrane Reviewers Handbook 4.2.3,
Section 9.2, (updated May 2005), available at [http://www.cochrane.dk/cochrane/
handbook/hbook.htm].
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hindered, because many studies provide little information that might assist in
assessing externa validity.

Systematic Review in Social Science-Related Areas. Usage of
systematic review in health care rai ses the question of how systematic review might
be used in other contexts (e.g., when evaluating government programs of various
types, which are often assessed with social science research methods). In program
evaluation, systematic reviews have been performed under various names (e.g.,
evaluation synthesis, integrative review, research synthesis) and in different ways.*
However, they have been much less common in social science-related areasthan in
health care. This might be the case, in part, because RCTs and other, non-RCT
evaluations have been relatively more scarce in policy areas related to the social
sciences, as compared to medicine. For example, over 250,000 RCT studies had
reportedly been published inthe medical literature as of 2002, but about 11,000 were
knownin all of the social sciencescombined.” Other possible historical reasonsfor
arelativelack of systematic review inthesocial sciences, compared with health care,
might includethefollowing: comparatively lessfunding devoted to eval uation; more
technically challenging research settings and problems (e.g., absence of |aboratory
controlsthat can makeexperimental evaluationsmoredifficult to successfully design
and implement, increasing the risk that studies might result in evaluation funding
being wasted); resistance to using RCTS; disagreements about appropriate ways to
evaluate programs; and less interest from policy makers and institutions.

In responseto such comparisons, some efforts have been undertakento increase
production of systematic reviews in social science-related areas. For example, a
group of social science researchers created the Campbell Collaboration, anon-profit
organization that promotes the use of systematic reviewsin the social sciences. In
defining“evidence,” the Campbell Collaboration hasfocused primarily on RCTsand
secondarily on quasi-experiments in order to determine impacts.”® However, the
organization’ sguidelinesal so allow implementation studiesand qualitative research
to beincluded in a systematic review.>

4" For discussion of multiple types of systematic reviews and synthesis in program
evaluation, see David S. Cordray and Robert L. Fischer, “Synthesizing Evaluation
Findings,” in Joseph S. Wholey, Harry P. Hatry, and Kathryn E. Newcomer, eds., Handbook
of Practical Program Evaluation, pp. 198-231. For discussion that primarily emphasizes
systematic reviews of RCTs (from the second edition of the previous book), see Robert F.
Boruch and Anthony Petrosino, “Meta-Analysis, Systematic Reviews, and Research
Syntheses,” in Joseph S. Wholey, Harry P. Hatry, and Kathryn E. Newcomer, eds.,
Handbook of Practical Program Evaluation, 2™ ed., pp. 176-203. GAO produced aguide
to “evaluation synthesis,” defined as* a systematic procedure for organizing findings from
several disparate evaluation studies.” SeeU.S. General Accounting Office, The Evaluation
Synthesis, GAO/PEMD-10.1.2, Mar. 1992, p. 6.

““Try It And See,” The Economist, Mar. 2, 2002, pp. 73-74.

9 Robert Boruch, Haluk Soydan, and Dorothy de Moya, “The Campbell Collaboration,”
Brief Treatment and Crisis Intervention, vol. 4, no. 3, autumn 2004, p. 227.

%0 Campbell Collaboration, Campbell Systematic Reviews: Guidelines for the Preparation
of Review Protocols, ver. 1.0 (Jan. 1, 2001), pp. 4, 6, avalable at
(continued...)
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Recent Attention to Using RCTs
in Program Evaluation

Thefollowing two subsections briefly illustrate how RCTs have been a subject
of attention in two contexts: (1) setting program evaluation policy in one specific
policy area (education) and (2) the citation and use of individual studies, or claimed
lack thereof, to justify policy and budget proposals to Congress (in this case, as a
component of the George W. Bush Administration’s Program Assessment Rating
Tool). Because thisreport’s purposeis limited to providing an overview of RCTs
and related issues, these cases are not analyzed in detail in the report.> However,
many of theissuesidentified in thisreport could be applied to these and other cases.

Controversy in Education Policy: A Priority for RCTs?

In January 2005, the U.S. Department of Education (ED) published a“notice of
final priority” in the Federal Register. The notice established a department-wide
“priority” for the use of specific types of program evaluation, and especially RCTSs,
when eval uating certain education programs.® Under the priority, ED asserted that
RCTswere “best for determining project effectiveness,” and with some exceptions,
would be preferred for funding compared to other evaluation methods. If ED
determined an RCT to be infeasible, a quasi-experimental design would receive
priority over other designs. The ED priority has provoked controversy in the
education policy area and evaluation field generally.>

Authority Cited for the ED Priority: NCLB and “ Scientifically Based
Research”. The ED priority was established at the discretion of the Secretary of
Education and was not required by law. However, the priority appeared in abroader
context of program evaluation-related statutory provisions enacted by Congress.
Specifically, ED cited the Elementary and Secondary Education Act of 1965 (ESEA),
as reauthorized by the No Child Left Behind Act of 2001 (NCLB; 115 Stat. 1425;
P.L. 107-110), asthe statutory authority for establishing the priority.> Inits Federal
Register notice, ED asserted

%0 (...continued)
[http://www.campbel | collaboration.org/Fraguidelines.html].

* For related discussion, however, see CRS Report RL33246, Reading First:
Implementation | ssues and Controversies, by Gail McCallion; and CRS Report RL 32663,
The Bush Administration’ s Program Assessment Rating Tool (PART), by Clinton T. Brass.

2 The priority took effect on Feb. 24, 2005. See U.S. Department of Education,
“Scientifically Based Evaluation Methods,” 70 Federal Register 3586, Jan. 25, 2005.

%3 For example, see Y udhijit Bhattacharjee, “ Can Randomized Trials Answer The Question
of What Works?’ Science, vol. 307, Mar. 25, 2005, pp. 1861-1863.

> For an overview of NCLB, see CRS Report RL 31284, K-12 Education: Highlights of the
No Child Left Behind Act of 2001 (P.L. 107-110), coordinated by Wayne Riddle. For an
analysis of this and related legidative history, see Margaret Eisenhart and Lisa Towne,
“Contestationand Changein National Policy on‘ Scientifically Based’ Education Research,”
Educational Researcher, vol. 32, Oct. 2003, pp. 31-38.
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[t]he ESEA as reauthorized by the NCLB uses the term scientifically based
research more than 100 timesin the context of eval uating programsto determine
what works in education or ensuring that Federal funds are used to support
activities and services that work. This final priority is intended to ensure that
appropriate federally funded projects are evaluated using scientifically based
research.*

Under ESEA as reauthorized by NCLB, scientifically based research is defined as
“research that involves the application of rigorous, systematic, and objective
proceduresto obtainreliableand valid knowledgerel evant to education activitiesand
programs.”*® The statutory definition also enumerates several kinds of research that
areincluded withintheterm. Thefirst enumerated item explicitly includes research
that employs either observational or experimental methods.>” In the fourth
enumerated item, the definition also includes research that is evaluated using
experimental or quasi-experimental designs. Among experimental and quasi-
experimental designs, the definition expresses“apreference for random-assignment
experiments ...” (Section 9101(37)(B)(iv)). Thus, the statutory definition of
scientifically based research does not appear to give higher priority to experimental
designs above designs that draw on observation, except when contrasting
experimental and quasi-experimental designsversusoneanother. Apparentlyinlight
of these definitions, ED’ s notice of priority also said

[t]he definition of scientifically based research in section 9201(37) [sic] of
NCLB includesother research designsin addition to the random assignment and
guasi-experimental designs that are the subject of this priority. However, the
Secretary considersrandom assignment and quasi-experimental designsto bethe
most rigorous methods to address the question of project effectiveness.*

Additional statutory provisions related to program evaluation in education,
located within the Education Sciences Reform Act of 2002 (ESRA; 116 Stat. 1940;
P.L. 107-279), were enacted after NCLB and a year before the ED priority was
proposed. The ED priority did not cite ESRA, but ESRA’s provisions privilege
RCTs in some ways that appear to be related to ED’ s subsequent actions. ESRA
established ED’ s Ingtitute of Education Sciences (IES) and set forth its functions.*
ESRA’sdefinition for scientifically based research standards holds that when IES-

% U.S. Department of Education, “Scientifically Based Evaluation Methods,” 70 Federal
Register 3586 (italicsin original).

% 115 Stat. 1425, at 1964; Section 9101(37) of NCLB; 20 U.S.C. § 7801. Many, and
perhaps most, of the references to scientifically based research in NCLB refer to the
research upon which instructional techniques (that grantee states and local education
agencies use in federally funded programs) are to be based.

" The provision says the term “includes research that ... employs systematic, empirical
methods that draw on observation or experiment” (Section 9101(37)(B)(i) of NCLB).

%% The cited section should have been Section 9101(37) of NCLB. U.S. Department of
Education, “ Scientifically Based Evaluation Methods,” p. 3586.

% For more on IES, see U.S. Department of Education, Institute of Education Sciences,
Biennial Report To Congress, [2005], available at [http://www.ed.gov/about/reports/
annual/ies/biennial rpt05.pdf].
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funded research is intended to “mak[e] claims of causal relationships,” the IES
research should include only *random assignment experiments’ and “ other designs
(to the extent such designs substantially eliminate plausible competing explanations
for the obtained results).”®® ESRA does not specify what these “other” designs are
or what it meansto “make claims of causal relationships.” Therefore, it appearsthat
a claim of causal relationship need not be restricted to evaluations that seek to
estimate an impact. ESRA’sdefinition for scientifically valid education evaluation
holds that when IES's National Center for Education Evaluation and Regional
Assistance conducts evaluations to estimate the impact of programs, it should
“employ experimental designs using random assignment, when feasible, and other
research methodol ogiesthat allow for the strongest possible causal inferences when
random assignment is not feasible.”® These ESRA definitions hold for funding
controlled by IES, not for the entire Education Department.

Reactions to the Priority. Originally proposed in November 2003, the ED
priority generated considerable debate in the evaluation field.® The priority did not
explicitly define the word effectiveness. Asnoted earlier in thisreport, effectiveness
isaprogram evaluation term that has been used in multiple ways (i.e., synonym for
impact, goal achievement, or merit and worth). Upon close reading, the priority’s
usage of the term appeared to indicate the term was probably used in most cases as
asynonym for impact. However, the priority’ s use of the term effectiveness and the
phrase what works appeared to be interpreted by many observers to go beyond the
definition of impact.®® In addition, some text in the priority appeared to be

% See 116 Stat. 1943, Section 102(18).

o See 116 Stat. 1943-1944, Section 102(19); and 116 Stat. 1962 and 1964-1965, Sections
171(b)(2), 172, and 173.

2 For the original notice of proposed priority, see U.S. Department of Education,
“Scientifically Based Evaluation Methods,” 68 Federal Register 62445, Nov. 4, 2003. For
contrasting views on the subject, see (1) Thomas D. Cook, “Randomized Experimentsin
Educational Policy Research: A Critical Examination of the Reasons the Educational
Evaluation Community has Offered for not Doing Them,” Educational Evaluation and
Policy Analysis, vol. 24, no. 3, fall 2002, pp. 175-199 [written before the ED priority, but
advocating increased use of RCTsin education policy in spite of objections]; (2) Stewart
I. Donaldson and Christina A. Chrigtie, “ The 2004 Claremont Debate: Lipsey vs. Scriven:
Determining Causality in Program Evaluation and Applied Research: Should Experimental
Evidence Bethe Gold Standard?’ pp. 4-8 [summary and video of adebate about the priority
between two well-known evaluation experts], available at [http://www.cgu.edu/
include/SBOS 2004 Debate.pdf], online video of the discussion, along with selected
transcriptions, available at [http://www.cgu.edu/pages/2668.asp]; and (3) Michael Quinn
Patton, “The Debate About Randomized Controls in Evaluation: The Gold Standard
Question,” lectureddlivered at National Institutesof Health, National Cancer Institute, Sept.
14,2004 [criticizing the priority and advocating adifferent approach], onlinevideo available
a [http://videocast.nih.gov/ram/nci091404.ram], presentation dlides available at
[http://videocast.nih.gov/ppt/nci_patton091404.ppt].

& See, for example, the archived e-mail discussion list (“listserv”) of the American
Evauation Association, EVALTALK, entriesfrom Nov. 4, 2003, to Jan. 4, 2004, available
at [http://bama.ua.edu/archives/evaltalk.html].
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interpreted to claim RCTs were best for demonstrating causation, even apart from
estimating an impact.

During the proposed priority’ s month-long comment period, nearly 300 parties
sent commentsto ED. These comments were summarized and analyzed in the ED
January 25, 2005, notice of final priority, which also included statementsfrom then-
Secretary of Education Rod Paige regarding where he agreed or disagreed with
comments that were submitted. From ED’s summary and categorization of the
comments, it appears many more comments were critical of the priority than
supportive.** ED determined that while the commentsit received were substantive,
the comments did not warrant changes in the priority.

Both prior to and after publication of the ED priority, many observers who
supported the priority (as well as some who opposed the ED priority) agreed that
more RCTs were needed in education policy, in certain circumstances, in order to
estimateimpactsof different educational interventions. Many also agreed that RCTs
had been unjustifiably de-emphasized in the past compared to other evaluation
methods, to greater or lesser extents. Furthermore, many supporters of the ED
priority argued the priority was an appropriate change in the education field, because
they believed more information about the impacts of educational interventions was
needed to help inform practitioners and policy makers, and because they believed
ED’s research agenda had been previously influenced by hostility to RCTs and
similar types of studies. However, many critics of the ED priority argued that RCTs
have been oversold in terms of their practica capabilities; that the priority
unjustifiably de-emphasized other evaluation designs in terms of their practical
capabilities to contribute to understanding of causes, effects, impacts,
“effectiveness,” and in some cases to making claims of causal relationships (even if
some of the designs are not intended to cal culate impacts); and that the ED priority
would detrimentally affect overall priorities for evaluation.

Implications and Related Developments. Totheextent that evaluations
help frame future choices, it appears the way in which the ED priority will be
implemented could affect the future course of education programsand policy. Ata
minimum, the priority has influenced the use of hundreds of millions of research
dollarscontrolled by ED and arguably education policy, asimplemented by ED. For
example, ED’ s department-wide strategic planning documents and activities appear
to reflect the priority. The ED strategic plan established a goal that 75% of “new
research and evaluation projects funded by the Department that address causal
questions... employ randomized experimental designs.”® Thequestion of what types
of research can make causal claims, or make causal claims while substantially
eliminating plausible competing explanations, has often been contentious in the

6 Of the nearly 300 commenters, ED said that 29 expressed support for the priority. ED did
not tabulate how many commenters opposed the priority. However, in ED’ sanalysisof the
comments, several of ED’s categories of comments appeared to reflect criticisms of the
priority, and the number of commenters in some of those areas ranged from 168 to 242.

& See U.S. Department of Education, Strategic Plan 2002-2007, Mar. 2002, p. 53, available
at [http://www.ed.gov/about/reports/strat/plan2002-07/index.html].  This document pre-
dated proposal of the ED priority by over ayear.
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evaluation field and the philosophy of science®® The ED “performance budget”
accompanying thedepartment’ sFY 2007 budget proposal containsadepartment-wide
objective to “encourage the use of scientificaly based methods within federal
education programs.”®’ One performance measureislisted for that objective: “[t]he
proportion of school-adopted approaches that have strong evidence of effectiveness
compared to programs and interventions without such evidence.”

The ED strategic plan also states that “[t]he Department will seek funding for
programs that work, and will seek to reform or eliminate programs that do not.”®
The strategic plan does not define what is meant by the word “work,” but the word
might mean “increases student achievement,” in some cases. However, if ED
determined that some programs “increase student achievement,” but at undesirable
cost or with unintended side effects, then presumably ED would not seek funding for
those programs. Thus, theword “work” might instead be intended to indicate merit
and worth, in some cases.

A month after the priority was originally proposed, ED issued a prominent
guidance document “to provide educational practitioners with user-friendly toolsto
distinguish practices supported by rigorous evidence from those that arenot.”® The
ED guidance asserted that evaluation methods other than RCTs and certain quasi-
experiments (1) have* no meaningful evidence” to contributeto establishing whether
anintervention was* effective” and (2) cannot be considered “ scientifically-rigorous
evidence” or “rigorous evidence” to support using an educational practice to
“improve educational and life outcomes for [children].”” The document appearsto
define“evidence” that would support these decisions to include only estimations of
impact. Thedocument also citesNCLB ascalling on“ educational practitionersto use

 Many arguments about this subject concern definitions of “causation” and explore what
types of knowledge different methods of research are capable of discovering. Some
observers give RCTs privileged place among eval uation methodsin making causal claims,
arguing it is theoretically the best way to avoid threatsto internal validity. Others dispute
that contention, arguing that RCTs are not always appropriate, many methods can make
scientifically valid causal claims (e.g., citing the effort to prove the causal relationship
between smoking and cancer), and RCTs often depend on the support of other methods to
justify internal validity claims. Sometimes, researchers in a variety of fields arguably
answer this question of “What methods are capable of making causal claims?’ according to
their training and preferred research techniques. One scholar called thisphenomenon, when
it occurs, the law of the instrument, under which “some preferred set of techniques will
cometo beidentified with scientific method as such.” See Abraham Kaplan, The Conduct
of Inquiry: Methodol ogy for Behavioral Science (Scranton, PA: Chandler, 1964), pp. 28-30.

7 U.S. Department of Education, Fiscal Year 2007 Performance Budget, Feb. 2006, p. 3,
available at [http://www.ed.gov/about/reports/annual /2007 plan/fy07perfplan.pdf].

% U.S. Department of Education, Srategic Plan 2002-2007, p. 80.

% See U.S. Department of Education, Institute of Education Sciences, Nationa Center for
Education Evaluation and Regional Assistance [prepared by the Coalition for Evidence-
Based Policy], | dentifying and | mplementing Educational Practices Qupported By Rigorous
Evidence: AUser Friendly Guide (Washington: U.S. Department of Education, Dec. 2003),
p. iii, available at [http://www.ed.gov/rschstat/research/pubs/rigorousevid/index.html].

1bid., pp. iii, v, 11, and 17.
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‘scientifically-based research’ to guide their decisions about which interventions to
implement,” but does not discuss roles many observers argue that other evaluation
methods can play in complementing, bolstering, or undermining an RCT’ sfindings.

In addition, the department established a What Works Clearinghouse (WWC)
to“ evaluatethe strength of the evidence of effectivenessof educational interventions
... to help educators and education policymakers incorporate scientificaly based
researchintotheir educational decisions.”* Inthisformulation, it appearsthe WWC
might be using the word effectiveness and the phrase what works as synonyms for
“showing favorable impact on an outcome of interest.” According to the WWC
website, the WWC “was established in 2002 by the U.S. Department of Education’s
Institute of Education Sciences(IES) to provide educators, policymakers, researchers,
and the public with acentral and trusted source of scientific evidence of what works
in education.””” WWC study reports state that “neither the What Works
Clearinghouse (WWC) nor the U.S. Department of Education endorses any
interventions.”

The WWC statesit includes only certain evaluation designsin its databases —
which happen to be only the designs that were listed in the ED priority™ — because
they “provide the strongest evidence of effects.” ™ It appearsthe term effectsis used
here as a synonym for impacts. The WWC excludes other types of evaluations,
because the WWC asserts they are not “outcome evaluations.”® However, in the
latest Government Accountability Office (GAO) pamphlet on definitions of major
types of program evaluation, GAO defined outcome evaluation to also include
evaluations that focus on unintended effects and that “assess program process to
understand how outcomes are produced.””” These other types of evaluations would
appear to be excluded from the WWC and, perhaps, from ED determinations of
“what works.””® In addition, the ED strategic plan states under the department’s

" See [http://www.whatworks.ed.gov/reviewprocess/standards.html].
2 See [ http://www.whatworks.ed.gov/fag/what_is wwc.html].

s See reports listed at [http://www.whatworks.ed.gov/Products/
BrowseByL atestReportsResults.asp?EvidenceRptl D=03& Report Type=All].

" See [ http://www.whatworks.ed.gov/reviewprocess/notmeetscreens.html].
5 See [ http://www.whatworks.ed.gov/reviewprocess/standards.html].
6 See [ http://www.whatworks.ed.gov/reviewprocess/notmeetscreens.html].

7 U.S. Government Accountability Office, Performance Measurement and Evaluation:
Definitions and Relationships, GAO-05-739SP.

8 Strictly speaking, the phrase“what works” might be at oddswith what the WWC presents.
Instead, the phrase “what may have worked” might be more appropriate for what the WWC
presents. In common speech, the phrase “what works® appears to assert that if a program
previously “worked” in one instance, the program can be expected to “work” in other
instances; that is, that the program’s results are generalizable to other contexts, times, or
places. However, the WWC websiteis careful to say initsstudy reports“[n]o single Study
Report should be used as a basis for making policy decisions because (1) few studies are
designed and implemented flawlessly and (2) all studies are tested on alimited number of

(continued...)
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Objective 1.4 that every ED program will develop a “‘what works guide,” to be
distributed to program grantees, that “whenever possible ... will be informed by the
What WorksClearinghouse.” ”® Therefore, it appearsthat ED and | ES determinations
of “what works’ might be drawn primarily, or only, from studiesthat include RCTS,
certain quasi-experiments, and the exceptions allowed for in the ED priority, and not
other kinds of program evaluation.

At thetime of thisreport’ swriting, the WWC website presents adefinition for
the term scientifically based research that is at variance with the term’ s definition
under NCLB.® As noted previously, the NCLB definition for scientifically based
research includes observational studies and experimental studies, expressing a
preference for RCTs over quasi-experiments, but not expressing a preference for
RCTsover other evaluation research designs, even when questions of causation are
being examined. However, the WWC website presents adifferent definition for the
term scientifically based research. Specifically, the WWC websiteinstead presents
what appearsto be the ESRA definition for scientifically based research standards,
which applies only to IES-funded research. The ESRA term’s definition for
scientifically based resear ch standards holds, asnoted earlier, that when |ES-funded
research is intended to “mak[€e] claims of causal relationships,” the IES research
should include only “random assignment experiments’ and “other designs (to the
extent such designs substantially eliminate plausible competing explanationsfor the
obtained results).” Although ESRA does not indicate what these “other designs”
could be, the WWC appearsto include only the designs mentioned in the ED priority
in that category. Nevertheless, the ED priority was established for the entire
department. At the same time, the WWC website appears to tie WWC to NCLB’s
term scientifically based research.®

In effect, asdemonstrated through ED policy and strategi ¢ planning documents,
the ED priority appears in some respects to be extending ED’s interpretation of
ESRA definitionsand preferencesfor certain typesof evaluations (especially RCTS)
beyond IES to the entire Education Department, notwithstanding the apparently
differing definitions and preferences expressed in NCLB.

Assessing Programs in the Budget Process: The PART

The Bush Administration’s Program Assessment Rating Tool
(PART). In 2004, the Bush Administration elevated RCTs as the preferred way to
evaluate federal executive branch “programs’ under portions of its Program

8 (...continued)

participants, using a limited number of outcomes, at a limited number of times, so
generalizing from one study to any context is very difficult.” See, for example,
[http://www.whatworks.ed.gov/PDF/Ridgway 2002 Brief Study Report.pdf].

" U.S. Department of Education, Srategic Plan 2002-2007, p. 16.

8 See [ http://www.whatworks.ed.gov/fag/what_research.html]. Thewebsite attributed the
definition to the IES.

8 See [http://www.whatworks.ed.gov/fag/wwc_nclb_readfirst.html].
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Assessment Rating Tool (PART) initiative.? The PART isaset of questionnaires
that the Office of Management and Budget (OMB) developed in 2002 and annually
revised thereafter to determine the “overall effectiveness’ of programsincluded in
the President’ s annual budget proposal. Although OMB did not provide an explicit
definition for the term overall effectiveness, OMB and the Bush Administration
appeared to use the term as at least a partial synonym for merit and worth.3® The
Administration has used the PART, with some controversy, to justify budget
proposals and the proposed elimination or reduction of many programs.

OMB first presented the PART to Congress for the FY 2004 budget cycle,
assessing programs that represented approximately 20% of the federal budget. For
succeeding budget cycles, OMB said that cumulative 20% increments of federal
programs would be assessed with the PART, in addition to some reassessments of
programs previously “PARTed.” The Administration subsequently released PART
ratingsfor selected programs along with the President’ s FY 2004, FY 2005, FY 2006,
and FY 2007 budget proposals. An additional round of ratings is planned to be
released with the President’ s FY 2008 budget proposal, with the final year assessing
all remaining executive branch spending and programs. Thereafter, al programs
would presumably be assessed or reassessed each year.

Depending on how a PART questionnaire is filled in and evaluated for a
program, it will produce a single numerical score in percentage terms between 0%
and 100%. Thisfigure determinesthe program’s overall effectiveness rating. Four
ratings are possible based on the score: “effective” (a score of 85% to 100%),
“moderately effective” (70% to 84%), “adequate” (50% to 69%), and “ineffective”
(0%1049%). OMB characterizestheseratingsasqualitativerather than quantitative.
A different designation was created, regardless of PART score, for programs that
OMB decided “do not have acceptable performance measures or have not yet

8 For an overview and analysis of the PART, see CRS Report RL32663, The Bush
Administration’s Program Assessment Rating Tool (PART), by Clinton T. Brass. The
definitionsthat OMB used for the term programwhen conducting PART assessments have
been criticized by some observers. OMB’s definitions of programs to be assessed, which
were typically determined by a budgetary perspective, sometimes aggregated several
activitiesinto asingle “PART program” or disaggregated a group of activitiesinto several
“PART programs.”

8 The Administration’ s usage appearsto go beyond atypical program evaluation definition
of effectiveness (which refers to achievement of a goal), because under the PART, OMB
makes judgments about a program’s mission and performance goals (e.g., whether they
“address a specific and existing problem, interest, or need”; whether they are “unclear”
because of “multiple and overlapping objectives’; and whether they are “effectively
targeted,” “meaningful,” and “ambitious’) and a program’'s cost-effectiveness. The
Administration hasalso, for example, referred to the PART as proving aprogram’ s“worth”
(U.S. Office of Management and Budget, Budget of the United States Gover nment, Fiscal
Year 2004, p. 51). Nevertheless, the Administration appearsto distinguish between theterm
overall effectiveness and its views about “ priorities’ for abudget proposal (e.g., according
to its FY2006 listing, these priorities were defense, homeland security, “economic
opportunity,” and “fostering compassion”) and its views about which programs missions
have an “appropriate federal role.” See U.S. Office of Management and Budget, Major
Savings and Reformsin the President’ s 2006 Budget (Washington: GPO, 2005), p. 4.
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collected performance data”® The designation was caled “results not
demonstrated.” GAO hassaid “[i]t isimportant for users of the PART information
to interpret the ‘results not demonstrated’” designation as ‘ unknown effectiveness
rather than as meaning the program is ‘ineffective.’”® GAO aso found that
disagreements between OM B and agencies on appropriate performance measuresfor
certain programs helped lead to the ‘results not demonstrated’ designation being
given to these programs for purposes of the PART.®

Use of the PART. While the Administration has called the PART a
management tool,*” it has also said the PART’s overall purpose is to “lay the
groundwork” for funding decisions.® Furthermore, the Administration also provided
guidance to agencies that a program’s PART questionnaire should include “good”
performance goalsthat “ provide information that hel ps make budget decisions,” but
need not include “ performance goal s to improve the management of the program.”
In the context of the President’s FY2006 budget proposal, which caled for
terminating or substantially reducing 154 discretionary programs,® an OMB official
reportedly said “we have to focus more resources on what works, and the PART is
the primary tool to make that judgment.”**

Of 99 discretionary programs proposed by the Administration for termination
for FY 2006, 48, or nearly half of al proposed terminations, were in the Department
of Education.”? In the Administration’s justification document, RCT evaluations

8 U.S. Office of Management and Budget, Budget of the United States Government, Fiscal
Year 2005, Analytical Perspectives (Washington: GPO, 2004), p. 10.

% See U.S. General Accounting Office, Performance Budgeting: Observations on the Use
of OMB’s Program Assessment Rating Tool for the Fiscal Year 2004 Budget, p. 25.

8 |bid.

87U.S. Office of Management and Budget, Budget of the United States Government, Fiscal
Year 2005, Analytical Perspectives (Washington: GPO, 2004), p. 9.

8 U.S. Office of Management and Budget, Budget of the United States Government, Fiscal
Year 2004, Analytical Perspectives (Washington: GPO, 2003), p 9.

8 U.S. Office of Management and Budget, “Performance Measurement Challenges and
Strategies,” June 18, 2003, p. 4, available at [http://www.whitehouse.gov/omb/part/
challenges_strategies.pdf].

% Some, but not all, of these programs had been assessed with the PART. See U.S. Office
of Management and Budget, Major Savings and Reforms in the President’ s 2006 Budget.

° Amelia Gruber, “The Big Squeeze,” Government Executive, Feb. 2005, p. 48.

92 Of the 48, ED explicitly cited 7 in the department’s summary budget justification as
receiving the PART rating “results not demonstrated” (i.e., unknown results) and 3 as
receiving the PART rating “ineffective.” See U.S. Department of Education, Fiscal Y ear
2006 Budget Summary and Background Information, Feb. 7, 2005, pp. 72-79, available at
[ http://www.ed.gov/about/overview/budget/budget06/summary/06summary.pdf], or at
[ http://www.ed.gov/about/overview/budget/budget06/summary/edlite-section3.html].
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were explicitly cited as supporting termination of the ED Even Start program,® and
the Administration further cited lack of performanceinformation or lack of “rigorous
evaluations’ to support termination of many of the other ED programs. On
December 23, 2005, the White House reportedly sent to “reporters and surrogates’
alisting of “terminations accepted in whole or in part” by Congress, which some
media posted on their websites.* Neither the White House nor OMB posted the
document on their websites. According to the OMB document, 17 of the 49
proposed ED terminations were accepted by Congressin whole or in part, including
a 56% cut in Even Start. For the President’s FY 2007 budget proposal, the
Administration proposed “141 programs that should be terminated or significantly
reduced in size,” government-wide.*> Of these, the Administration proposed to
terminate 42 programs within the Department of Education (nearly 30% of the
government-wide total proposed for termination or major reduction), “including
many that the PART has shown to beineffective or unableto demonstrate results.” %
The department said in apress rel ease the 42 programs were “ proven ineffective.” ¥’
ED also stated in budget justification documents that a requested termination was
“consistent with the Department’ s goal to eliminate support for programs that show
limited or no evidence of effectiveness.”%®

RCTs and the PART. For purposes of the PART, in 2004, OMB €elevated
RCTsasthe preferred way to evaluate aprogram’ s“ effectiveness’ with release of a
document entitled What Constitutes Strong Evidence of a Program' s Effectiveness?®

% U.S. Office of Management and Budget, Major Savings and Reforms in the President’s
2006 Budget, p. 25. For analysisof thejustification, see CRS Report RL33071, Even Start:
Funding Controversy, by Gail McCallion.

% See U.S. Office of Management and Budget, Major Savings in the 2006 Budget
(Washington: Dec. 22, 2005), availableat [ http://www.cq.com/budgettracker.do], newsl etter
for Jan. 9, 2006, and at [http://hotlineblog.nationaljournal.com/archives/2005/
12/index.html], listed under web log entry entitled “WH Touts Budget Successes.” Seeaso
White House Office of Communications, “Fiscal Y ear 2006: Keeping the Commitment to
Restrain Spending,” press release, Dec. 22, 2005, available at
[ http://www.whitehouse.gov/news/rel eases/2005/12/20051222-15.html].

% U.S. Office of Management and Budget, Fiscal Year 2007 Budget of the U.S. Gover nment
(Washington: GPO, 2005), p. 2.

% |pid., p. 83.

" See U.S. Department of Education, “Fiscal Y ear 2007 Budget Request Advances NCLB
Implementati on and Pinpoints Competitiveness: President’ sBudget SupportsNew Math and
Science Instruction and High School Reform; Targets Resources and Eliminates 42
Programs Proven Ineffective, Saving $3.5 Billion,” pressrelease, Feb. 6, 2006, available at
[http://www.ed.gov/news/pressrel eases/2006/02/02062006.html]; and U.S. Department of
Education, Fiscal Year 2007 Budget Summary and Background I nformation, Feb. 6, 2006,
available at [http://www.ed.gov/about/overview/budget/budget07/summary/index.html].

% For example, see U.S. Department of Education, Fiscal Year 2007 Justifications of
Appropriation Estimates to the Congress, Volume Il (Washington: Feb. 2006), p. M-30.

% U.S. Office of Management and Budget, “What Constitutes Strong Evidence of a
Program’s Effectiveness?’ undated white paper [2004], p. 1 (hereafter cited as the OMB
(continued...)
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Thisdocument, intended to provide gui danceto agencieson appropriate eval uations,
particularly highlighted RCTs as “best” for evaluating “effectiveness.” The
document was apparently written with the assistance of the Coalition for Evidence-
Based Policy (CEBP), an organization sponsored by the Council for Excellencein
Government.’®  According to CEBP's website, the PART and OMB’s annual
guidance to agencies for the PART (in this case, for the FY2006 budget) were
“revised,” as a result of collaboration between CEBP and OMB, “to endorse
randomized controlled trials as the preferred method for measuring program
effectiveness, and well-matched quasi-experimental studiesasapossiblealternative
when randomized trials are not feasible.” '™ Nevertheless, the OMB document also
stated that

RCTsare not suitable for every program and generally can be employed under
very specific circumstances. Therefore, agencies often will need to consider
alternative evaluation methodologies. In addition, even whereit is not possible
to demonstrateimpact, use of evaluation to assist in the management of programs
is extremely important.’®?

In OMB’ s What Constitutes document, OMB used the term effectivenessin at
least two senses: (1) arguably asapartial synonym for merit or worth (consistent with
the PART’ susage) or (2) referring to demonstrating impact, which OMB defined as
“the outcome of a program, which otherwise would not have occurred without the
program intervention.” These concepts do not necessarily represent the samething,
because merit or worth can be judged by many other factorsin addition to impact on

% (...continued)
What Constitutes document), available at
[ http://www.whitehouse.gov/omb/part/2004_program_eval.pdf].

100 CEBP’ smissionis*to promote government policymaking based on rigorous evidence of
program effectiveness.” CEBP hasparticul arly emphasized the advantages of RCTsfor that
purpose and the disadvantages of using other evaluation research designs. For more on the
group’s purpose and agenda, see [http://www.excelgov.org/index.php?keyword=
ad32fbc34d71c7].

101 See [http://coexgov.securesites.net/index.php?keyword=a432fbc34d71c7] for CEBP's
description of itsrolein working with OMB. See aso Amelia Gruber, “The Big Squeeze,”
Government Executive, p. 53. For the most recent iteration of OMB’s guidance for the
PART, seeU.S. Office of Management and Budget, “ Guidance for Compl eting the Program
Assessment Rating Tool (PART),” Mar. 2005, available at [http://www.whitehouse.gov/
omb/part/fy2005/2005_guidance.doc]. The guidance was intended to be used for the
President’s FY 2007 budget proposal, but appeared to be labeled FY 2005 to indicate the
fiscal year in which it was released. OMB’s PART guidance from previous years is
available in electronic form or hard copy from this report’ s first-listed author.

102 OMB, What Constitutes document, p. 1. In cases when “it is not possible to use RCTs
to evaluate program impact,” the document directs agencies to “consult with interna or
external program evaluation experts, as appropriate, and OMB to identify other suitable
eval uation methodologies to demonstrate a program’s impact,” but provides little explicit
guidance in that regard (Ibid., p. 3).
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a specific outcome of interest.'® In some cases, the What Constitutes document is
clear which definition of effectiveness is being used (e.g., when using the term
impact). However, other instances are less clear or could potentially be interpreted
by agencies as treating the definitions impact and merit and worth equivalently. A
sampling is reprinted below.

e “The [PART] was developed to assess the effectiveness of federal
programs and help inform management actions, budget requests, and
legidlative proposals directed at achieving results’ (p. 1).

o “Therevised PART guidance thisyear underscoresthe need for agencies
to think about the most appropriate type of evaluation to demonstrate the
effectiveness of their programs. As such, the guidance points to the
[RCT] asan example of the best type of evaluation to demonstrate actual
program impact” (p. 1).

e “Few evaluation methods can be used to measure a program’'s
effectiveness, where effectivenessisunderstood to mean theimpact of the
program” (p. 1).

e “The most significant aspect of program effectiveness is impact — the
outcome of the program, which otherwise would not have occurred
without the program intervention” (p. 2, italicsin original).

e “[Non-experimental direct analysisstudies] often lack rigor and may lead
to false conclusions if used to measure program effectiveness, and
therefore, should be used in limited situations and only when necessary.
Such methods may have use for examining how or why a program is
effective, or for providing information that is useful for program
management” (p. 3, italicsin original).

o “Well-designed and implemented RCTs are considered the gold standard
for evaluating an intervention’s effectiveness across many diverse fields
of human inquiry, such as medicine, welfare and employment,
psychology, and education” (p. 4).2%*

103 For example, in the view of stakeholders, additional determinants of merit or worth
could, in addition to impact on a particular outcome of interest, include timeliness; quality;
cost; efficiency; replicability of programimplementation or resultsat other timesor in other
contexts; presence of unintended outcomes; impact on outcomes of interest that may not
have been chosen by OMB or an agency to assess the program; achievement of
mission-related goals that are not necessarily encompassed by quantitative measures of
impact; program or environmental changes that make past estimations of impact obsolete;
the comparative merit and worth of policy alternatives; and values (e.g., a stakeholder’s
normative views on the program’ s importance, goals, or means of implementation).

104 This*“gold standard” claim hasbeen contentiousin somefields (including medicine), and
especially in education. In OMB’ sfootnote supporting the“ gold standard” assertion, OMB
included literature supporting the assertion (e.g., an article from the Journal of Economic
Perspectives calling for increased use of RCTSs), but omitted or ignored literature arguing
against the assertion (e.g., the adjacent article from the same issue of the Journal of
Economic Perspectives, which argued the case for RCTs was overstated compared to
aternative designs, except for some aspects of internal validity). See, respectively, Gary
Burtless, “The Case for Randomized Field Trials in Economic and Policy Research,”
Journal of Economic Perspectives, Spring 1995, pp. 63-84; and James J. Heckman and
Jeffrey A. Smith, “Assessing the Case for Social Experiments,” Journal of Economic
Per spectives, spring 1995, pp. 85-110.
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OMB'’s annual guidance to agencies for the FY2006 budget's PART similarly
elevated RCTsasthe preferred way to assess effectivenessand impact. Theguidance
called impact “the most significant aspect of program effectiveness,” called RCTs
“generally the highest quality, unbiased eval uation to demonstrate the actual impact
of the program,” and further asserted that “[t]he most definitive data supporting a
program’s overal effectiveness would be from [an RCT], when appropriate and
feasible.”'® Theguidance also stated that RCTsare not suitable or feasiblefor every
program, because “[f]ederal programsvary so dramatically.” In such situations, the
guidance suggested well-designed quasi-experimental studies as another way to
assessimpact, and other types of evaluationsto “help address how or why a program
is effective (or ineffective)” (italicsin original).

For the FY 2007 PART, however, thetenor of OMB’ sstatementsin itsguidance
about RCTs may have changed to some degree. OMB’s discussion in the revised
guidance largely mirrored that of the FY2006 guidance, but eliminated the
description of RCTsas“the highest quality, unbiased evaluation to demonstrate the
actual impact” and replaced it with language calling RCTs “ particularly well suited
to measuring impacts.”'® When RCTs are judged by OMB and agencies to not be
feasibleor suitable, the guidance exhorts agenciesand OM B to consult within-house
or external evaluation experts, and directs them to “ supplemental guidance” in the
What Constitutes document.

Judging “Success”. Inpractice, it appearsthat OM B’ sjudgmentsregarding
quality and suitability of evaluation designs have sometimes trumped agency
judgments and therefore determined what evaluation methods are to be used for the
PART, in spite of disagreements between OMB and agencies.’” Disputes about the
proper ways to judge program success have also emerged. For example, in the
context of controversy over the Administration’s “ineffective” PART rating of the
Community Development Block Grant (CDBG) program and FY 2006 budget
proposal to significantly cut and consolidate 18 community and economic
devel opment programs, an article quoting OMB’ s Deputy Director for Management
Clay Johnson I1l suggested that political views, or at least different views about
program goals, might play arole:

Johnson acknowledges that CDBG fails the [PART] test in part because the
administration is applying a new definition of success. “We believe the goal of
housing programsisnot just to build houses, but the economic devel opment that
comes with them. So those are the results we want to focus on,” Johnson said.

105.S. Officeof Management and Budget, “ I nstructionsfor the Program Assessment Rating
Tool,” [Mar. 22, 2004], pp. 24, 47, available at [http://www.whitehouse.gov/omb/part/
2006_part_guidance.pdf].

16 y.S. Office of Management and Budget, “Guidance for Completing the Program
Assessment Rating Tool (PART),” Mar. 2005, p. 28.

107°4.S. Government Accountability Office, Program Evaluation: OMB’s PART Reviews
Increased Agencies’ Attentionto Improving Evidenceof ProgramResults, GAO-06-67, Oct.
2005, pp. 22-25; and Performance Budgeting: PART Focuses Attention on Program
Performance, but More Can Be Done to Engage Congress, GAO-06-28, Oct. 2005, pp. 26-
217.
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“You can say we are imposing our political views on people, or our favored
views of the housing world or the CDBG world on people. Well, guilty as
charged. It'simportant to focus on outcomes, not outputs.” 18

Another example might be what OMB has called for purposes of the PART the
Vocational Education State Grants program, within ED, which the Administration
proposed for termination for the FY 2007 budget.'® This program is the largest
budgetary component relating to the Carl D. Perkins Vocational and Technical
Education Act of 1998, commonly called Perkins Ill. For the FY 2007 budget's
PART, the Administration deemed the program “ineffective,” the lowest PART
rating.*® The Administration justified termination by citing a particular study, the
National Assessment of Vocational Education (NAVE),** stating that the NAVE
“found no evidence that high school vocational courses themselves contribute to
academic achievement or collegeenrollment.” **2 Thisperspective appearsto consider
academic achievement and college enrollment to be the goal s of federally supported
vocational education. However, the June 2004 NAVE aso found that “[t] he short-
and medium-term benefits of vocational education are most clear when it comes to
its longstanding measure of success — earnings,” citing research findings that
“students earned almost 2 percent morefor each extra high school vocational course
they took,” extending to varying degrees*to thelarge group of high school graduates
who enroll in postsecondary education and training, to both economically and

198 Paul Singer, “By the Horns,” National Journal, Mar. 26, 2005, p. 904. Observers,
scholars, and even statutes often have different definitions of terms like outcome, output,
impact, and a variety of other program evaluation terms, and different views about the
importance or applicability of those terms. Under GPRA, outcome measure “refers to an
assessment of the results of a program activity compared to its intended purpose,” and
output measure “refers to the tabulation, calculation, or recording of activity or effort and
can be expressed in a quantitative or qualitative manner” (31 U.S.C. § 1115).

109 .S, Office of Management and Budget, Major Savings and Reformsin the President’s
2007 Budget (Washington: Feb. 2006), p. 27, available at
[ http://www.whitehouse.gov/omb/budget/fy2007/pdf/savings.pdf].

10 See [ http://www.whitehouse.gov/omb/expectmore/summary.10000212.2005.html].

1 Marsha Silverberg, et al., U.S. Department of Education, Office of the Under Secretary,
Policy and Program Studies Service, National Assessment of Vocational Education: Final
Report to Congress, June 2004, available at [http://www.ed.gov/rschstat/
eval/sectech/nave/index.html]. The report presented “a synthesis of evidence on the
implementation and outcomesof vocational educationandthe 1998 PerkinsAct” (seep. 16).
According to the study’s authors, the NAVE was conducted on an independent basis, as
called for by law, and did not necessarily reflect official views or policies of ED (p. xvi).
For discussion of Perkins|il and also the NAV E study, see CRS Report RL31747, The Carl
D. Perkins Vocational and Technical Education Act of 1998: Background and
Implementation, by Rebecca R. Skinner and Richard N. Apling.

12 Y.S. Office of Management and Budget, Major Savings and Reformsin the President’s
2007 Budget, p. 27. See aso U.S. Department of Education, Fiscal Year 2007 Budget
Summary and Background Information, p. 51.
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educationally disadvantaged students, to those with disabilities, and to both men and
women.”'® The study authors further observed:

Perkinslll anditslegislative predecessorshavelargely focused onimproving the
prospectsfor studentswho take vocational education in high school, agroup that
hashistorically been considered | ow achieving and noncollege-bound. However,
students who participate most intensively in vocational progams ... are actually
quite diverse... . ... The vocational courses most high school students take
improve their later earnings but have no effect on other outcomes that have
become central to the mission of secondary education — such as improving
academic achievement or college transitions... . Whether the program as
currently supported by federal legidlation isjudged successful dependsonwhich
outcomes are most important to policymakers.*'*

The PART assessment of the program released with the FY 2007 budget was
originally released with the FY2004 budget in February 2003, reflecting data
available in 2002, and had not been updated to reflect the June 2004 NAVE. The
PART assessment’ s worksheet provided only brief reference to evidence regarding
the impact of vocational education on earnings.*”®> Neither the Administration’s
justification document for terminating the program nor ED’s FY2007 Budget
Summary mentioned earnings benefits of federally supported vocational education.

Disputesabout an existing program’ sproper goal s can rai se questions about the
construct validity of studies that purport to evaluate the program, regardless of
whether the study isan RCT, the PART, or another type of evaluation. How should
one measure “success’? What outcome of interest — or outcomes — are the most
important ones? Proponents of the PART have viewed favorably the initiative's
effort to raise program performance to a more salient place in budget deliberations.
Many observers have also seen favorably the PART’ s transparency, with detailed
justificationsfor the Administration’ s views available on the Web for consideration
by Congress and the public. However, critics and other observers have said the
Administration’s criteria for evauating programs sometimes deviated from the
programs’ purposes, asdetermined by Congress, or that the Administrationand OMB
substituted their views about appropriate program goals and measures over those
devel oped by agencies under the statutory framework established by GPRA, which
explicitly provides for stakeholder views, including those of Congress.**®

13 Marsha Silverberg, et al., U.S. Department of Education, Office of the Under Secretary,
Policy and Program Studies Service, National Assessment of Vocational Education: Final
Report to Congress, pp. Xix-xx, 18, and 266.

4 1bid., pp. xix, 265.

15 See [http://www.whitehouse.gov/omb/budget/fy2004/pmalvocati onal education.xls],
guestion 4.5, for the FY 2004 budget’s PART assessment. The worksheet is available in
Microsoft Excel format. For the FY2007 budget PART assessment, see
[ http://www.whitehouse.gov/omb/expectmore/detail.10000212.2005.html].

118 For example, see Aimee Curl, “Supporters Call Even Start a Case Study in Faulty
Program Assessments,” Federal Times, Jan. 9, 2006, p. 4; and U.S. General Accounting
Office, Performance Budgeting: Observations on the Use of OMB’ s Program Assessment

(continued...)
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Potential Issues for Congress

The previous section of thisreport illustrated how RCTs have been subjects of
prominent attention in two contexts: (1) setting program evaluation policy and (2)
citation and use of individual studies, or lack thereof, to justify policy and budget
proposalsto Congress. In these and potentially other cases, afocus on RCTs might
raise multiple issues for Congress.* Some relate specificaly to RCT studies,
including an RCT’ s structural requirements and constraints. Other issues relate to
program evaluation generally, and thereforeto RCTs. A number of theseissues are
identified and analyzed below.

Issues When Directing or Scrutinizing RCTs

If Congresswantsto focuson RCTsin the context of program eval uation policy
(e.0., developing legidlation for, or conducting oversight over, aprogram, agency, or
the entire government; or prospectively deciding whether to fund specific
evaluations), Congress might consider a number of issues related to the parameters
of these studies and prospective risks to their internal and external validity. In
addition, issues could arise if Congress wants to interpret or scrutinize individual
RCT studies(e.g., whenthey are presented to Congressin the budget or authorization
processes).

Considering Study Parameters. When making program evaluation policy,
Congress might opt to focus on some key parameters of studies, including random
assignment, the cost of an RCT, the length of time that an RCT would take before
producing findings, and privacy or ethical considerations.

Random Assignment. Asdiscussed earlier, the central attribute of an RCT
is the random assignment of subjects to treatment and control groups, which helps
aresearcher to make inferencesthat a particular intervention was responsible for an
impact and to estimate that impact with reliable statistical tools.™® In some
programs, however, it may not be feasible or cost-effective to randomly assign units
to an intervention group and a control group. For example, it is not possible to
conduct an RCT on whether a policy regulating the release of chlorofluorocarbons
intothe environment contributesto overall global warming, becausethereisonly one
planet earth to study. Thus, if Congress is considering whether to require certain

16 (__continued)
Rating Tool for the Fiscal Year 2004 Budget, GAO-04-174, Jan. 2004, pp. 6-7.

17 For example, Congress might consider legislation to set program evaluation policy in
additional areas, or might conduct oversight over program evaluation policies that are
already in statute. Inaddition, Congress might consider directing, funding, interpreting, or
scrutinizing specific evaluations during its lawmaking and oversight work. Thereislittle
doubt that participantsand stakeholdersinthepolicy processwill bring program eval uations
to Congress to try to influence the thinking and decision making of Members and
committees.

118 For discussion regarding ethical dimensionsto random assignment, see the section below
entitled “Privacy, Ethics, and Study Oversight.”
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types of evaluation for a program, or if Congressis asked by an actor in the policy
process to change funding for a program due to lack of experimental evidence of
program impact, it might be important to question whether random assignment is
possible or practical. On the other hand, if a program would appear to allow for an
evaluation using random assignment but noneisplanned, or an aternativeisplanned
(e.g., a quasi-experiment), it might be important to consider whether an RCT
evaluation would be more appropriate. For example, with respect to the cases
discussedinthisreport, what programs assessed by the PART arepractically suitable
for evauation by an RCT? Under the ED priority, why should quasi-experiments
also receive apriority for funding, in addition to RCTs?

Cost of RCTs. If Congress considers setting evaluation policy or directing
specific studies for an agency or program, it might take the likely costs of an
evaluation method or study into consideration, to weigh against the study’ s potential
benefits.'® Large scalemulti-site RCTsaretypically expensive, especially when the
units being studied are not individual persons but rather organizations such as
schools or jails. Large multi-site RCTs of K-12 education funded by ED have
reportedly cost $10 million to $50 million.*® In many cases, thislevel of fundingis
not available for the study of a federal program, due in part to tight budgetary
constraints and the fact that program evaluations frequently must be paid for out of
aprogram’s budget. Smaller scale RCTs featuring the random assignment of 100-
200 individuals might be relatively inexpensive, reportedly costing from $300,000
to $700,000.* Even thiscost, however, can often be asmuch asastudied program’s
fundinglevel. Quasi-experimentsare frequently, but not always, lessexpensive, but
also might bring adifferent set of potential benefits and risks compared to an RCT.

Evenif considerable funding is available for evaluations, pursuing a particular
evauationwill leavefewer resourcesfor other eval uation needsthat might bejudged
important. The opportunity cost of pursuing certain evaluations rather than others
(i.e., cost associated with opportunities that are foregone by not putting resourcesto
their highest value use) can behigh. Nevertheless, because the potential benefitsand
costsof evaluationscan vary widely depending on an agency’ sor program’ sportfolio
of evaluation needs, weighing these considerations can be difficult. In addition,
priorities might change depending on developments in an agency or policy
environment. In light of these and other considerations, Congress might weigh the
possible benefits of astudy against thelikely cost in view of the broader portfolio of
evaluation needs, mindful of the risk that a study might be poorly designed or
implemented or suffer from contamination that reduces confidence in the study’s
findings. Evaluation designs that do not offer the theoretical advantages of RCTs

119 For example, potential benefits could be reallocation of funds if the program is
determined to be a failure and not appropriate to be modified or “fixed,” or improved
accomplishment of the mission if ways are found to improve the program.

120 OMB What Constitutes document, pp. 11, 18.

121 Coalition for Evidence-Based Policy, Bringing Evidence-Driven Progress To Crimeand
Substance-Abuse Policy: A Recommended Federal Strategy, p. 13, available at
[ http://www.excel gov.org/usermedia/images/upl oads/PDFs/Final_report_- Evidence-bas
ed_crime_&_subs abuse policy.pdf].
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regarding internal validity might, or might not, be worthwhile alternativesto RCTSs,
depending on Congress' s evaluation objectives in specific situations.

Length of Time to Yield Findings. RCTsmight take along period of time
toyield findingsthat caninformthinking and policy decisions. For example, an RCT
that aims to estimate whether a certain aftercare program reduces the recidivism of
juvenile offenders must follow the program’ s graduates, and the control group, over
amulti-year time span. This elongated time window might be problematic if policy
decisions need to be made expeditiously. However, the length of time necessary to
conduct an RCT (and perhaps other complementary evaluations) might justify
waiting to make a policy decision until more evidence becomes available.
Furthermore, programs or the external environment might have changed by thetime
the “old” program was evaluated. How should the possible benefits of evaluations
be weighed against risks of evaluation information becoming dated or obsolete?
What are the implications for the types and extent of evaluation research to be
conducted? Congress could be called upon to consider these issues if it chose to
establish program evaluation policy or directing and funding specific evaluations.

Privacy, Ethics, and Study Oversight. When considering whether to
direct theuseof RCTsor other eval uationsof public programsand policies, Congress
might consider whether the agencies conducting them are charged, or should be
charged, with ethical duties to protect RCT study participants’ privacy, access to
programs, and opportunity to give informed consent. In addition, if Congress
determined that an agency should be charged with the ethical duties, Congress might
consider requiring oversight — by law, regulation, or institutional action — to help
ensure that the duties were fulfilled.*?

Privacy issues may arise in an RCT if, for example, a program evaluation
capturesinformation about individual citizensor clientsthat could be used insidethe
government for a purpose other than for which it was collected, or released to the
publicin someform. What, if any, safeguards should be required of those collecting
the information? Severa privacy protections are currently legally required for
agency-conducted program evaluations and RCTs by the Privacy Act (5 U.S.C. 8§
552a)."” Among other things, the act sets conditions concerning the disclosure of
personally identifiable information, prescribes requirements for the accounting of
certain disclosures of theinformation, requires agenciesto specify their authority and
purposes for collecting personally identifiable information from an individual, and

122 This section of the report discusses existing executive-branch-wide statutory and
regulatory provisionsthat might provide certain kinds of protection to study participants. It
does not examine provisions that might be program or agency specific. For discussion of
the rights of human subjects in program evaluations and guidance for the program
evaluationfield, see Joint Committeeon Standardsfor Educational Program Evaluation, The
Program Evaluation Standards, 2™ ed. (Thousand Oaks, CA: Sage, 1994). See also the
website of the Office of Human Subjects Research, National Institutes of Health, regarding
regulations and ethica guidelines, available at [http://ohsr.od.nih.gov/guidelines/
guidelines.html].

122 The act does not specifically mention program eval uations, but regul ates how executive
branch agencies may maintain, collect, use, and disseminate information about individuals.
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providescivil and criminal enforcement arrangements.*** If aprogram evaluationis
funded or directed by an agency but conducted by anon-federal entity (e.g., if anon-
federal entity creates and maintains records about program evaluation participants),
the Privacy Act’s coverage is often stated in contracts.

The issue of access to government programs might arise in an RCT if, for
example, the RCT were designed with a control group that was to be denied access
to a program as a part of the evaluation. Although access in some cases might not
be required by law, its denial raises the question of whether the benefits of testing a
program outweigh the burden of denying access to certain prospective subjects.
Would it be appropriate to design RCTsfor entitlement programs, which guarantee
servicesto clients, with such control groups?

The issue of informed consent might arise in an RCT if it were deemed
appropriateto enroll only willing participants. Althoughinformed consent would not
always be required by law for many RCTs and other types of program evaluation,*®
its use would guarantee that persons who participate in RCTs fully understand and
agreeto their participation. Would the benefits of this outweigh burdens of thetime
and money that must be spent to achieve such a goal?

If Congress chose to ensure that some or all of the above individual protections
wereimplemented in RCTsand other formsof program evaluation, it might consider
requiring some form of protection-specific oversight. Although probably not
required by law for RCTSs, the institutional review of a proposed research trial’s
protections for human participants is a common requirement for a great deal of
research.’® These reviews generally require that researchers obtain the approval of
an ingtitutional board prior to beginning the research. The board checks to make

124 See CRS Report RL 30795, General Management Laws: A Compendium, coordinated by
Clinton T. Brass, entry for “Privacy Act” in section |.F. of thereport, by Harold C. Relyea.
ThePrivacy Act’ simplicationsfor federal program eval uation should be distinguished from
the Privacy Rule (45 C.F.R. 164), which established a set of national standards for the
protection of individually identifiable health information. The Privacy Rule restricts the
actionsof “ covered entities” which are, generally speaking, health care plansand providers.
For more information on the Privacy Rule, see CRS Report RL32909, Federal Protection
for Human Research Subjects: An Analysis of the Common Rule and Its Interactions with
FDA Regulations and the HIPAA Privacy Rule, by Erin D. Williams, Appendix A.

125 The Common Rule (45 C.F.R. 46, Subpart A) generally requiresthe informed consent of
each participant in federally funded research. However, agency program evaluations are
generally exempt from the rule (see 45 C.F.R. 46.101(b)(5)). The exempted types of
research include research designed to study, evaluate, or otherwise examine: public benefit
or service programs; procedures for obtaining benefits or services under those programs,
possible changesin or alternativesto those programs or procedures; or possible changesin
methods or levels of payment for benefits or services under those programs. See CRS
Report RL32909, Federal Protection for Human Research Subjects: An Analysis of the
Common Rule and Its Interactionswith FDA Regul ations and the HIPAA Privacy Rule, by
Erin D. Williams.

126 1hid. The Common Rule generally requires oversight by an institutional body for
federally funded research on human subjects. However, as noted above, agency program
evaluations are exempt from the rule.



http://wikileaks.org/wiki/CRS-RL33301

CRS-40

certain that each proposal includesadequate protectionsfor participants’ privacy and
ensures that the plan to obtain participants’ informed consent is sufficient, among
other things. Though thistype of review may be time consuming and add additional
coststo aresearch project, it can prove beneficial not only by protecting the study’s
participants, but also by incidentally improving a study’s design. Congress and
agencies have also instituted other oversight mechanisms for program eval uations,
including competitions for grants and peer review of grant applications.

Scrutinizing, or Prospectively Assessing, Studies’ Internal and
External Validity. Whether making program evaluation policy or scrutinizing
studies, Congress might also focus on issues of study interpretation and
implementation (e.g., deciding whether to direct or fund evaluations in light of
potential contamination risks and projected external validity, or judging how much
confidenceto put in theinternal and external validity of astudy presented during the
budget or reauthorization processes).

Contamination and Internal Validity. Actorsinthepolicy processwill not
necessarily advertise any defects in the studies they present to influence Congress.
With that in mind, when actorsinthe policy process present Members or committees
of Congress with program evaluations intended to influence a policy decision,
Congress might consider the evaluation’s realized, and not merely theoretical,
internal validity. In addition, when Congress sets program evaluation policy for a
given policy area, it might be possible to prospectively consider the probability of a
study’ s successful design, implementation, and corresponding internal validity. A
major threat to theinternal validity of RCTs and quasi-experiments has been called
contamination.*”’ It should be noted that other designs that attempt to estimate
impactsaresubject to additional threats, including sel ection bias, asnoted previoudly.

Toavoid contamination, well-designed and implemented RCTsideally insulate
the treatment and control groups from events that might affect one group during the
study differently from the other group in away that will affect outcomes. Doing so
is intended to ensure the only systematic difference in the experience of the two
groups is whether or not they received the intended treatment. RCTs also ideally
ensurethat theintended treatment wasadministered properly. Becausesocia science
research usually does not occur under tightly controlled laboratory conditions,
however, it is often difficult to insulate a study from, or control for, unforeseen
variablesthat might systematically affect thetreatment and control groupsdifferently.

127 See Lawrence B. Mohr, Impact Analysisfor Program Evaluation, pp. 80-84. Observers
haveidentified many types of contamination and sometimes use different termsto describe
them (e.g., spillovers, disruptions). Another major threat is attrition of subjectsthat differs
between the treatment and control groups.
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Three examples might help illustrate the threat of contamination.’® First, if an
experiment is not double-blinded, subjectsin the treatment group might be aware of
theirinclusioninaspecial program. If thisawarenessresultsin psychological effects
that are not considered part of the treatment and subjects behave differently, the
study’ s results might be contaminated. Similarly, some subjects in a control group
might learn they are not in the trestment group and either decide to avail themselves
on their own initiative of alternative treatments that are not associated with the
intervention, or resent or undermine the treatment being given to the other group.
Second, if a program to curb crime in a city were evaluated with an RCT, certain
districts might be the units of analysis. Perpetrators of crimes might move from
experimental districts to control districts, contaminating findings for both groups.
Third, with regard to treatment delivery, it might be difficult in some studies to
ensure that the intended treatment is delivered properly for al subjects or al sites.
If some subjectsin the control group get the treatment, for example, or if theintended
treatment is not delivered properly, inferences about the intended intervention’s
impact might be contaminated.

In light of these considerations, several questions might be of concern. When
Congress is presented with program evaluation findings, for example, what
confidence should Congress have that contamination did not degrade a study’s
internal validity? Doesthe study adequately addresstheserisks? Also, when setting
program evaluation policy, how much confidence should Congress have that studies
in certain policy areas or contextswill be able to avoid contamination? What isthe
track record in a given area? What are the implications for how Congress and
agencies should allocate scarce evaluation resources and structure an agency’'s
portfolio of evaluations?

Generalizability (External Validity). When Congressis presented with a
program evaluation to justify a policy position, the program that was evaluated
presumably operated at a specific time and place, and under specific conditions.
Without further analysis to gauge an evaluation’s external validity, however, it will
not always be clear whether the intervention itself or the study’s findings can be
generalized to other circumstances (e.g., future conditions, other subjects), as noted
earlier in this report.

If generalizability were of concern, Congress might in the first place consider
whether the intervention itself (i.e., asit was actually implemented) is replicable at
adifferent time or place. If the intervention was highly customized to a particular
time or locale, for example, an evaluation’s findings might not be generalizable

128 Someillustrations here are drawn from Ibid. Researchers can attempt to design studies
ahead of time to avoid contamination. They can also make efforts to avoid and monitor
contamination during astudy’ simplementation. For an example regarding study design, in
an RCT of high-school curricula, study researchers might randomize schools instead of
individual students(i.e., schools arethe randomized unitsof analysis). If oneof the schools
being studied in the intervention group happened to be in a neighborhood that underwent
anisolated crimewave, the crimewave could have adversely influenced thefindingsfor that
group. However, randomization of schools would neutralize the threat of contamination,
because one would expect schoolsin the control group to have acomparable probability of
experiencing a crime wave.
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elsewhere unless the intervention were fully replicated in all important respects.'®
Alternatively, if an actua intervention were not clearly documented (e.g., how it
operated, whom it served), it might be unclear how to replicate the intervention. In
that case, if theintervention were evaluated, it might not be reasonabl e to expect the
evaluation’s findings would be repeated el sewhere.*®

Withregardto generaizability of findings(asopposedtotheinterventionitself),
if asingle-site RCT finds that an intervention had an impact for agroup of subjects
in oneinstance, it might not necessarily follow that it will have asimilar impact for
other subjects, times, and circumstances. Congressmight thereforelook for multiple
impact analysis studies on the subject. Large scale, multi-site RCTs are often
considered more generalizable than single-site RCTs, because they estimate an
intervention’s impact in a potentially wider array of geographic locations and
populations. However, multi-site RCTs are also typically more expensive and
difficult to successfully implement compared to single-site RCTs. In addition,
complementary studies are often considered necessary to make assessments of
generalizability. Complementary studies might include observational or qualitative
evaluations, which can potentially be used to better understand an intervention’s
mechanism of causation, potential unintended consequences, and conditionality (i.e.,
the conditions that are required for the intervention to work as intended).

If these considerations were a source of concern, Congress might scrutinize an
evaluation’s findings for external validity to other times, conditions, and subjects.
Alternatively, if Congressis setting evaluation policy for an agency or program, or
isdirecting that specific studiesoccur, Congress might provide direction or guidance
regarding the evaluation methods that might be necessary for establishing a
program’s generalizability to other circumstances.

Issues When Directing or Scrutinizing
Program Evaluations

Congressmight al so consider issuesthat apply to program eval uation generally.
Because an RCT is one of many types of program evaluation, these issues might be
important when Congress (1) considers making program evauation policy for
specific agenciesor programs(e.g., what typesof evaluationsto direct or fund) or (2)
scrutinizes individual evaluations, including RCTs, when making policy decisions
and conducting oversight. For example, if Congress considers legislation that
provides for program evaluation in one or more policy areas, to what extent should
RCTs be the focus of these evaluation policies? To what extent should other

129 However, full replication might or might not be appropriate at other times or places, if
conditions in another environment dictated otherwise,

130 f theintervention resulted in afavorableimpact but was not clearly documented, it might
not be clear under what conditions the program could be expected to result in similar
findings, if Congress were considering expanding the program. Conversely, if the
intervention did not result in afavorable impact and was not clearly documented, it might
not be clear whether the programwoul d do better if implemented under different conditions.
For example, it might be possible that a favorable impact could be achieved if the
intervention were modified or targeted at different subjects.
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evaluation methods be the focus? Should multiple methods fit into a broader
evauation framework? The potential issues discussed below raise these and further
guestions.

What Types of Evaluations are Necessary? Giventhenatureof apolicy
area and the diverse needs of stakeholders — including agency program managers,
the President, citizens, and notably Congress — what different types of evaluations
should be directed, funded, and considered? This report began with a subsection
titled “ Key Questions about Government Programs and Policies,” which outlined a
number of questionsthat stakeholders often want to beinformed about. Inresponse,
awide array of program evaluation technigues have been devel oped.

Certain evaluation types often address, or help address, multiple kinds of
guestions. Indeed, many evaluation types are considered complementary to each
other. At the same time, the different types of evaluations bring their own sets of
practical capabilities and limitations, and experts and practitioners sometimes
disagree on the nature and importance of these capabilitiesand limitations. Because
only finite resources are available for evaluation activities and staff, it can be
challenging and controversial to determinethe appropriate methodsto beusedto help
answer certain stakeholder questions. Furthermore, when scrutinizing evaluations,
it can be challenging to discern potential gaps in the perspectives provided by an
actor in the policy process. For example, it can be challenging to discern clues that
might suggest other complementary eval uation types are needed.

Giventhese considerations, many issuesmight be of congressional concern. For
example, in Congress's view, how should the executive branch be pursuing
evaluations under the PART initiative, which particularly highlighted RCTs? How
should Congress oversee and respond to the Administration’s efforts to achieve
“budget and performance integration” through use of the PART? In the education
policy arena, to what extent is ED appropriately implementing the program
evaluation aspects of NCLB and ESRA? To what extent is the ED priority, which
elevated RCTs and quasi-experiments above other eval uation types, consistent with
congressional intent? How isED implementing the priority? AsCongressconsiders
legidation in other policy areas, should Congress provide direction or guidance
regarding program evaluation policy or methods? If so, what kinds of studies might
agencies, Congress, and outside stakeholders need? When actors in the policy
process present eval uations to influence Congress, are the actors presenting the full
story, or are there gaps in the presentation? Are the evauations they present
capturing the key questions that need to be answered? Any of these multiple
guestions might be ripe for attention.

What Definitions and Assumptions are Being Used? Asnotedearlier,
many actors in the policy-making process use program evaluations to help justify
their policy recommendationsand to attempt to persuade Congressto make decisions
consistent with their policy objectives. Therefore, many observers have considered
it important that policy makers, including Members and committees of Congress, be
informed consumers of evaluation information. Unfortunately, however, the
vocabulary of program evaluation can sometimes be confusing. For example, many
observers and practitioners use the same terms, but with differing definitions for
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thoseterms. When someone saysaprogram is*effective,” in what senseistheterm
being used? As noted previoudly, the term effectiveness might refer to (1) a
program’ soverall merit or worth, (2) the extent to which aprogramisaccomplishing
its goals, (3) the program’s impact on a particular outcome of interest, or (4) an
ambiguous mix of all three prior definitions. These are very different concepts. In
any of these senses, determining whether aprogramis*effective” can hinge upon an
observer's views and assumptions about the program’s mission, objectives,
appropriate outcome(s) of interest, and progress. Thus, should these definitional
aspects of program evaluations be of concern, Congress might scrutinize them
closdly.

Furthermore, assumptionsthat are implicit in an evaluation might go unstated.
Some stakeholders or evaluators might implicitly argue that their preferred way of
evaluating a program is “best” and that other methods are comparatively
inappropriate or less appropriate. However, there is not always consensus among
well-respected experts regarding when certain methods are best or most appropriate.
Should these matters be of concern to Congress when they occur, Congress might
investigate a number of questions. For example, if one method is claimed to be
“best” compared to others, what are the stated and unstated reasonsfor that opinion?
What would other stakeholders and evaluators say? To what extent, if any, might
opinions of appropriateness be due to an underlying agenda (e.g., to support policy
views) or self-interest (e.g., to get funding for a program or atype of evaluation)?
These questions might also be applied to the cases discussed in this report. For
example, in justifying the ED priority for RCTs, which claimed RCTsare “best” for
determining “effectiveness,” which definition for effectivenessis ED using? Isthe
ED definition consistent with how ED intends to use RCTs? Should ED employ
additional or aternative types of evaluation for these intended uses of RCTs? Inits
strategic planning, budgeting, and operations, is ED using multiple definitions?
What definition is being used for overall effectiveness, for purposes of the PART?

How Should Congress Use Evaluation Information When
Considering and Making Policy? When Congressis presented with evaluation
information in the policy process by various actors (e.g., lobbyists, experts, think
tanks, academics, or agencies, among others), how should Congress use the
information and findings? Thereiswidespread consensusthat program evaluations
can help policy makers gain insightsinto policy problems and make better-informed
decisions regarding ways to improve government performance, transparency,
accountability, and efficiency. Nonetheless, the use of evaluation in the policy-
making process can be controversial.

For example, some advocates of performance-based budgeting and evidence-
based policy have argued that a program’s future funding or existence should be
“based” on its “performance” or on “evidence’ of its “effectiveness.” The terms
performance-based budgeting and evidence-based policy, however, do not have
consensus definitions, because different actors typically have, among other things,
different definitionsfor what constitutes* performance” and“ evidence,” conceptions
of what it meansto “base” decision making on performance or evidence, views about
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whether a decision should be “based” on past performance or evidence, and views
about what other factors should legitimately help drive decision making.**

Another fundamental question might be of concern to policy makers and
stakeholders. What role should evaluation of past events play in forming future
strategies and plans? A prominent argument in favor of using evaluations to shape
future strategies is that past performance (by a person, program, agency, €tc.) is
usually the best predictor of future performance. However, a prominent counter-
argument is that focusing primarily on the past can be compared to “driving a car
using only therearview mirror.” Although evaluation of past performanceiswidely
considered helpful for informing thinking and decisions, the process of strategic
decision making has been found in the social science and management literaturesto
be legitimately driven by many more factors. These have included, among others,
basic and applied research, forecasting and scenario planning, risk assessment,
professional judgment from individual and group experience, theoretical
extrapolation, intuition (especialy when information is incomplete, consensus
interpretations of information are lacking, the future is uncertain, or synthesis is
necessary), and values. In addition, in spite of efforts to make decisions as rational
as possible in the face of uncertainty and limited information, awide body of social
science has found that there are practical limits to rationality in decision making.**
Should these considerations be of concern to Congress when considering policy
guestions or conducting oversight, several questions might be asked. For example,
inan RCT context, when considering or scrutinizing RCT studies, how should these
studies be used by Congress to inform thinking and decision making? How should
they be used by agencies and OMB? Are agencies and OMB using them in
appropriate ways? What other factors can or should be considered?

131 Past efforts to use performance information, evidence, and analysis to drive policy
decision making (e.g., planning-programming-budgeting systems in the 1960s and zero-
based budgeting in the 1970s) were similarly subject to uncertainties relating to whether,
how, and to what extent evidence or analysis can be used to drive or influence complex
decisions. These decisions are usually made about priorities, policy changes, and resource
allocation in the face of tradeoffs, uncertainty, and limited information — all of which are
subject to diverse views and conflicting values. In response to these kinds of issues, some
observers have proposed dropping “-based” from a term’s name and replacing it with “-
informed” (e.g., performance-informed budgeting). Theterm performance-based budgeting
appears to have its post-World War Il roots in the work of the First Hoover Commission.
For discussion, see CRS Report RL 32164, Performance Management and Budgeting in the
Federal Government: Brief History and Recent Developments, by VirginiaA. McMurtry.
Theterm evidence-based policy appearsto haveitsrootsin evidence-based practice (aterm
typically concerning behavioral health disciplines such as psychiatry and social work) and
ultimately evidence-based medicine. For discussion of the latter two terms, see Richard N.
Rosenthal, “ Overview of Evidence-Based Practice,” in Albert R. Roberts and Kenneth R.
Y eager, eds., Evidence-Based PracticeManual : Resear chand Outcome Measuresin Health
and Human Services (New Y ork: Oxford University Press, 2004), pp. 20-29.

132 This has been described as“bounded rationality.” SeeHerbert A. Simon, Administrative
Behavior: A Sudy of Decision-Making Processes in Administrative Organization, 3 ed.
(New York: Free Press, 1976), pp. 240-247.
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How Much Confidence Should One Have in a Study in Order to
Inform One’s Thinking and Decisions? If Congressispresentedinadecision-
making situation with asingle program eval uation, isthe evaluation enough to have
high confidence in the findings? Program evaluations can provide helpful insight
into policy problems and the manner and extent to which federal policies address
those problems. Unfortunately, however, one or more program eval uations do not
always produce information that is comprehensive, accurate, credible, or unbiased.

For exampl e, aprogram eval uation can be designed to answer acertain question,
but the way someone frames the original evaluation question can influence how a
programisultimately portrayed. Most prominently, thiscan bethe case when setting
criteriafor “success,” such asaprogram’ sgoalsor the preferred outcomes of interest.
However, actors in the policy process often have varying views on how to judge a
program’s or policy’s success.™ It is not always clear, therefore, that a study’s
research question will be viewed by most observers as covering what should have
been covered to validly or comprehensively evaluate a program.

In addition, a program evaluation will not always necessarily be well designed
or implemented. In such cases, a study might produce results that are flawed or
inaccurate. Even in the best case — if an evaluation is appropriate for the research
guestion being studied, is well designed and implemented, and there is widespread
consensus on how to judge “success’ — it is still possible that random chance or
unforeseen events might result in an evaluation that produces information that is
inaccurate or flawed. For example, it is possible that an evaluation might provide a
“falsepositive” or “falsenegative’ result (e.g., the study findsthe program successful
when actually it was not, or finds a program unsuccessful when it actually was
successful). If this situation were the case, the study findings might not reved it.
The subject of data or information quality is also oftentimes a subject of concern
when conducting or interpreting program evaluations.*

How might Congress cope with these possibilities? How confident must a
Member or committee be in evaluation information, including from RCTSs, in order

133 For example, the Internal Revenue Service has multiple goals that are implicit in its
mission statement, including service, enforcement, and fairness. Different stakeholders
might disagree regarding which of theseimplicit goalsisthe most important. Furthermore,
there might be implicit tradeoffs among the goals that prevent simultaneous maximization
of al three. For more on IRS's mission and goals, see U.S. Department of the Treasury,
Internal Revenue Service, IRSSrategic Plan, 2005-2009 (Washington: 2004), available at
[http://www.irs.gov/publ/irs-utl/strategic_plan 05-09.pdf].

134 Certain kinds of information disseminated by afederal agency, often including program
evaluations, might be covered by statutory provisions informally called the “Information
Quality Act” (Section 515 of theFY 2001 Treasury and General Government Appropriations
Act, 114 Stat. 2763A-153). Under OMB guidelines, agenciesarerequiredtoissuetheir own
guidelines to ensure and maximize the quality, objectivity, utility, and integrity of certain
kinds of disseminated information. The information quality guidelines of the Department
of Health and Human Services (HHS) cover program evaluations, among other things,
within their scope (see [http://aspe.hhs.gov/infoquality/Guidelines/partl.shtml]). Seealso
CRS Report RL32532, The Information Quality Act: OMB's Guidance and Initial
Implementation, by Curtis W. Copeland and Michael Simpson.
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to use the information to inform thinking and conclusions about a policy? In
response, social scienceresearchershaverecommended that consumersof evaluation
information be aware of the practical capabilitiesand limitations of various program
evaluation methods and also scrutinize a study’s claims of internal, external, and
construct validity. They have aso suggested looking for multiple studies and, if
available, systematic reviews. Other observers have suggested using the resources
of GAO or other congressional support agencies to help interpret or validate
conclusions and scrutinizing these matters through hearings and oversight. Finally,
Congress might consider whether federal agencies have sufficient capacity and
independence to conduct, interpret, and objectively present program evaluations to
Congress.

Do Agencies Have Capacity and Independence to Properly
Conduct, Interpret, and Objectively Present Program Evaluations? At
times, Congress and other actors have expressed concern over the capacity of
agencies to adequately perform certain tasks, including management functions that
range from procurement to financial management. One management function that
has been frequently cited as atopic of concern is program evaluation. Over along
period of time, GAO has “found limited (and diminishing) resources spent on ...
program evaluation” and “reason to be concerned about the capacity of federal
agencies to produce evaluations of their programs’ effectiveness.”*** Even with
recent emphasis on program eval uation under GPRA and the Bush Administration’s
PART, it isunclear the extent to which agencies have capacity to properly conduct,
interpret, or use program evaluations.** Many, if not all, of the issues discussed in
this report could apply equally to organizations and decision makers within federal
agencies.

Should program evaluation capacity in federal agencies be seen as a topic of
concern, several questions might be considered by Congress. Given the complex
issues and debates involved in the production, interpretation, and use of program
evaluations — as well as complex debates about the appropriateness of different
evaluation types in certain circumstances — do agencies have capacity to use
evaluation information to soundly inform strategic and operational decisions? In
addition, do agencies have the capacity to make objective, methodologically sound
presentations and interpretations of evaluation information to Congress, including
information from RCTs?

1% U.S. General Accounting Office, Program Evaluation: Agencies Challenged by New
Demand for Information on Program Results, GAO/GGD-98-53, Apr. 1998, p. 1; and
Performance Budgeting: Opportunitiesand Challenges, GAO-02-1106T, Sept. 2002, p. 16.
See also U.S. Government Accountability Office, Program Evaluation: OMB’'s PART
Reviews Increased Agencies Attention to Improving Evidence of Program Results, GAO-
06-67, pp. 15-16, 28.

1% Evaluationsof federal programs are al so conducted by outside contractors. Nevertheless,
because program evaluations are undertaken in these cases under the oversight of agencies
and presumably interpreted by agency leaders and analytical staffs (i.e., because agencies
are consumers of evaluation information), the agencies might need analytical competency
in several types of program evaluation.
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Furthermore, do agency program evaluation offices and personnel have the
necessary independencefrom politics(e.g., partisan or institutional) and self-interest
to, without undue hindrance, raise potentially uncomfortable issues and surface
objective, valid, and reliable findings for consideration by policy makers, including
Congress?™*" Should they have this kind of independence?

Finally, and more broadly, Congress might consider issues of evaluation
capacity that go beyond federal programs. In the past, Congress has established
agenciesthat focuson evaluationissuesin entire policy areas. For example, in 1989,
Congress established a new agency within the Department of Health and Human
Servicesto serve asafocal point in health care research. Congress reauthorized the
agency, now called the Agency for Healthcare Research and Quality (AHRQ), in
1999.%*¥ Rather than focus only on evaluating federal programs, AHRQ' s statutory
mission isto conduct and support research in al aspectsof health care, synthesisand
dissemination of available scientific evidence for use by multiple stakeholders, and
initiatives to advance health care quality.”* As noted previously in this report,
Congress also established IES within ED in 2002. 1ES has a multi-part mission “to
provide national |eadershipinexpanding fundamenta knowledge and understanding
in education from early childhood though post-secondary study” for many
stakeholders, providing them with reliable information about “the condition and
progress of education in the United States...,” “educational practices that support
learning and improve academic achievement and accessto educational opportunities
for all students,” and “the effectiveness of Federal and other education programs’
(116 Stat. 1944).

137 According to OMB guidance, the PART requires evaluations to be “independent”
(conducted by “non-biased parties with no conflict of interest”). OMB interpreted this
guidance to not alow program evaluations to be conducted by programs themselves for
purposes of the PART. Instead, OMB allows contracted-out evaluations by third partiesto
count for the PART and said that evaluations by inspectors general and agency program
evaluation offices“might” also be consideredindependent. SeeU.S. Office of Management
and Budget, Guidance for Completing the Program Assessment Rating Tool, Mar. 2005,
pp. 4-5, available at OMB’s website ([ http://www.whitehouse.gov/omb/part/index.html])
under the link “Instructions for Completing the 2005 PART,” at
[ http://www.whitehouse.gov/omb/part/fy2005/2005 _guidance.pdf]. For discussion of
disagreements between agencies and OMB about PART independence requirements, see
U.S. Government Accountability Office, Program Evaluation: OMB’s PART Reviews
Increased Agencies Attention to Improving Evidence of Program Results, pp. 25-26. It
should be noted that OMB and the PART itself would not necessarily be considered
independent under thesecriteria, because, among other things, the Administration and OMB
sometimes established the goals and performance measures by which programs would be
evaluated under the PART.

1% See 42 U.S.C. § 299(b), as amended by P.L. 106-129, The Healthcare Research and
Quality Act of 1999 (113 Stat. 1653).

1% AHRQ' swebsite saysthe agency’ s main functions are to “ sponsor and conduct research
that provides evidence-based information on health care outcomes; quality; and cost, use,
and access’ to help “health care decisionmakers — patients and clinicians, health system
leaders, purchasers, and policymakers — make more informed decisions and improve the
guality of health careservices.” For moreabout theagency’ smission, customers, and goals,
see [http://www.ahrg.gov/about/profile.htm].
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Although therearedifferencesin the missions of these agencies, one aspect that
arguably makes them similar is the scope of their research and evaluation work.
Specifically, their focusgoesbeyond federa programstoinstead encompassresearch
and eval uationsthroughout an entire policy areasuch as* education” or “health care,”
whether interventions are delivered by the federal government or another entity.
Should Congress view program eval uation capacity as an issue for an entire policy
area, Congress could move to consider whether establishment of a policy research
and evaluation agency might be warranted.
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Appendix A: Glossary of Selected
Terms and Concepts

The Vocabulary of Program Evaluation

Unfortunately for consumers of evaluation information, the vocabulary of
program evaluation can sometimes be technical and difficult. The field is multi-
disciplinary and some concepts are complex. Sometimesiit is not always clear in
what sense aterm is being used and whether the term is being used appropriately.
Technical expertsand actorsin the policy process sometimes use the sametermsfor
different concepts or use different terms for the same concept. Nonetheless, in
program evaluations, understanding the meanings of and distinctions between key
terms can make a significant difference in how to interpret study findings and
limitations and in how to scrutinize evaluationsto seeif they are being represented
objectively and forthrightly.

This appendix draws on the report to briefly define and, if necessary, explain
several recurring terms and to briefly identify several definitionsfor the same term,
asappropriate. However, the definitions provided below areillustrative only and do
not necessarily indicate what an evaluation’s author or what an actor in the policy
process intends to communicate. More definitive assessments typicaly must be
made on acase-by-case basis. Thefootnotesin thisreport provide written resources
that can help with understanding evaluations and the terms they employ, and CRS
analysts can provide additional assistance or refer readersto other resources. Ineach
entry, aterm that isincluded elsawhere in the glossary is written in italics the first
timeitis used.

Selected Terms and Concepts

Construct validity. Inpractice, thereare severa definitionsof thisterm: (1)
in measuring outcomes, the extent to which astudy actually evaluateswhat itisbeing
represented aseval uating (e.g., doesthe study’ soutcome of inter est actually measure
“student achievement”?); and (2) in relation to a program, the extent to which the
actual program reflects one’ sideas and theories of how the program is supposed to
operate, and the causal mechanism through whichit issupposed to achieve outcomes.

Contamination. Inan RCT, something asidefrom theintended treatment that
might affect the treatment group or control group differently from the other group
in away that will affect observed outcomes. For example, RCTs should ideally
insulate the treatment and control groups from contaminating events in order to
ensure that the only difference in the experience of the two groups iswhether or not
they received the intended treatment. In addition, RCTs should ideally ensure that
the treatment was administered properly; otherwise, the treatment might be
considered contaminated.

Control group. Inan RCT, agroup of subjects chosen by random assignment
that is comparable to the treatment group but that does not experience the program
being studied.
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Effect. Depending on usage, something that inevitably follows an antecedent
(asacause or agent); for example, the act of dropping a pen — acause— isclosely
followed by a noise — an effect — when the pen strikes the floor. Also used
sometimes as a synonym for impact.

Effective (effectiveness). A term with multiple possible definitions. In
practice, it isused as a synonym for impact, merit and worth, or accomplishment of
specific, intended goals.

Evaluation. An applied inquiry process for collecting and synthesizing
evidencethat culminatesin conclusionsabout the state of affairs, value, merit, worth,
significance, or quality of a program, product, person, policy, proposal, or plan.

External validity. The extent to which an intervention being studied can be
(1) applied to and replicated in other settings, times, or groups of subjects and (2)
expected to deliver a similar impact on an outcome of interest. The terms
generalizability, replicability, and repeatability are sometimes used as synonymsfor
external validity. Some usage of thisterm refersonly to one of the two aspects noted
here.

Government Performance and Results Act (GPRA) of 1993. A federa
law that requiresmost executive branch agenciesto devel op five-year strategic plans,
annual performance plans (including goal s and performanceindicators, among other
things), and annual program performance reports. In GPRA’slegidlative history, it
was contemplated that not all forms of program eval uation and measurement would
necessarily be quantifiable because of the large diversity of federal government
activities.

Impact. An estimated measurement of how a program intervention affected
the outcome of interest for alarge group of subjects, on average, compared to what
would have happened without the intervention. For example, if the unemployment
rate in a geographic area would have been 6% without an intervention, but was
estimated to be 5% because of the intervention, theimpact would be a 1% reduction
in the unemployment rate (i.e., 6% minus 5% equals an impact of 1%), or,
aternatively, a 16.7% reduction in the unemployment rate, if one characterizes the
impact as a proportion of the prior unemployment rate. Depending on the chosen
outcome of interest, the average impact across all subjects usually reflects the
weighted average of the subjects who experienced favorable impacts, subjects who
did not experienceachange, and otherswho experienced unfavorableimpacts. Some
theorists and practitioners use the term effect as a synonym for impact.

Internal validity. Inan RCT, the confidence with which one can state that the
impact found or inferred by a study was caused by the intervention being studied.

Merit. The overal intrinsic value of aprogramto individuals. Thisterm is
usually paired with the term worth.
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Meta-analysis. A type of systematic review that uses statistical methods to
derive quantitative results from the analysis of multiple sources of quantitative
evidence.

Observational design. A termthat hasbeen used in different ways, but that
often refersto empirical and qualitative evaluations of many typesthat areintended
to help explain cause-and-effect relationships but do not attempt to approximate an
RCT.

Outcome of interest. Something, oftentimes a public policy goal, that one
or more stakehol ders care about (e.g., unemployment rate, which many actors might
like to be lower). There can be many potential outcomes of interest related to a
program. Actorsinthe policy processwill not necessarily agree which outcomesare
important. Outcomes of government programs need not always be quantitative (e.g.,
sending humans safely to the moon and back to earth).

Performance measurement (performance measure). A termthat can
mean many thingsbut isusually considered to bedifferent from programeval uation.
Typicaly, the term refers to ongoing and periodic monitoring and reporting of
program operations or accomplishments (e.g., progress toward quantitative goals)
and sometimes also statistical information related to, but not necessarily
influenceable by, a program. Occasional synonyms for “measure” are indicator,
metric, and target. Sometimesthe word “ performance” isdropped, especially when
stakehol ders believe the measure does not necessarily indicate whether the program
itself caused changes in favorable or unfavorable directions.

Program. A government policy, activity, project, initiative, law, tax provision,
function, or set thereof, that someonemight wishto evaluate. Inprogramevaluation,
synonyms for program include treatment and intervention.

Program evaluation. Under the Government Performance and Results Act
(GPRA) of 1993, “an assessment, through objective measurement and systematic
analysis, of the manner and extent to which Federal programs achieve intended
objectives.” Program evaluation has been seen as (1) informing conclusions at
particular points in time and also (2) a cumulative process over time of forming
conclusions, as more evaluation information is collected and interpreted.
Practitionersand theorists categorize different types of program evaluationinsevera
ways. Thevaryingtypesaresometimesreferred to generically asdesignsor methods.
Typical synonyms for this term include evaluation and study.

Qualitative evaluation. A wide variety of evaluation types that judge the
effectiveness of aprogram (e.g., whether it accomplishesits goals) by, among other
things, conducting open-ended interviews, directly observing program
implementation and outcomes, reviewing documents, and constructing case studies.

Quasi-experimental design. A typeof evaluation that attemptsto estimate
atreatment’ simpact on an outcome of interest for agroup of subjectsbut, in contrast
with RCTs, does not have random assignment to treatment and control groups.
Some quasi-experimental designsarecontrolled studies(i.e, with acontrol group and
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at least one treatment group), but others lack a control group. Some quasi-
experiments do not measure the outcome of interest before the treatment takes place.
Some observers and practitioners consider quasi-experiments to be a form of
observational design, but others put them in their own category.

Random assignment. Theprocessof assigning subjectsinto acontrol group
and one or more treatment groups by random chance.

Random selection. Theprocessof drawingasampleby random chancefrom
alarger population (e.g., to undertake a survey that isintended to be representative
of abroader population). Thistermisdifferent from, and sometimes confused with,
random assignment.

Randomized controlled trial (RCT). Initsbasicform, anevaluation design
that uses random assignment to assign some subjects to a treatment group and also
toacontrol group. Thetreatment group participatesin the programbeing evaluated
and the control group does not. After the treatment group experiences the
intervention, an RCT attempts to compare what happens to the two groups, as
measured by the resulting difference between the two groups on the outcome of
interest, in order to estimate the program’ simpact. The terms randomized field trial
(RFT), random assignment design, experimental design, random experiment, and
socia experiment are sometimes used as synonymsfor RCT, and vice versa. Use of
theword “field” in this context is often intended to imply that an evaluation is being
conducted in a more naturalistic setting instead of a laboratory or other artificial
environment. Double-blind studies are those in which neither the subjects nor the
researchers know which group gets the treatment. Single-blind studies are those in
which the subjects do not know they are getting the treatment being investigated.

Statistical significance. Inthe context of an RCT, afinding of statistical
significance istypically interpreted as alevel of confidence (usually expressed as a
probability, e.g., 95%, whichisalsoreferred to as“ significanceat the .05 level”) that
an estimated impact is not merely theresult of random variation. Assumingthe RCT
suffered from no defects, this finding would indicate that at least some of the
measured impact may with substantial confidence (e.g., 95% confidence) be
attributed to the treatment asa cause. Stated another way, significance at the .05 level
indicates that there is a 1 in 20 chance that the observed difference could have
occurred by chance, if the program actually had noimpact. However, simply because
an estimated impact isfound to be statistically significant does not necessarily mean
the impact is large or important.

Systematic review. A form of structured literature review that addresses a
guestion that is formulated to be answered by analysis of evidence, and involves
objective means of searching the literature, applying predetermined inclusion and
exclusion criteriato this literature, critically appraising the relevant literature, and
extraction and synthesis of data from the evidence base to formulate findings.
Although systematic reviews typically focus much attention on concerns about
internal validity of various studies, judgments about external validity, or
generalizability of findings, are often left to readersto assess, based on their implicit
or explicit decision how applicable the systematic review’s evidence is to ther



http://wikileaks.org/wiki/CRS-RL33301

CRS-54

particular circumstances. In program evaluation, systematic reviews have been
performed under various names (e.g., evaluation synthesis, integrative review,
research synthesis), in different ways, and usually in decentralized fashion. Some
systematic reviewsfocuson RCTs(and might i nclude quasi-experiments), and others
include disparate types of studies.

Treatment group. In an RCT, the group of subjects chosen by random
assignment that experiences or participates in a program; aso sometimes called an
experimental or intervention group.

Unit of analysis. In an RCT, the subjects of the study who are randomly
assigned to one or more treatment groups and also a control group. Subjects are
typicaly individual persons but sometimes might be things or organizations like
schools, hospitals, or police stations.

Validity. See entries for internal validity, external validity, and construct
validity.

Worth. The overall extrinsic value of a program to society. This term is
usually paired with the term merit.



